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 For circuit designers it is desirable to have relatively simple RF circuit 

models that do give decent estimation accuracy and provide sufficient under-

standing of circuits. Chapter 2 in this thesis shows a general weak 

nonlinearity model that meets these demands. Using a method that is related 

to harmonic balance, this model yields closed-form expressions that are a 

linear combination of technology dependent transistor nonlinearity parame-

ters and topology-dependent AC transfer functions only. Using this, time-

invariant weakly nonlinear analyses can be accomplished using time-invariant 

linear analyses.  

 This general distortion model is used in this thesis to derive design insights 

and novel methods to cancel distortion in attenuator and in cascoded LNAs. 

Chapter 3 presents a proof-of-concept resistive feedback LNA fabricated in a 

standard 0.16μm CMOS process, for 0.1GHz to 1GHz, showing improve-

ments of 6.3dB to 10dB for IIP3 and 0.2dB to 1dB for gain without noise 

degradation and with a very modest power and area penalty. Chapter 4 shows 

distortion cancellation for CMOS attenuators: in the demonstration Π-

attenuator system with 4 discrete attenuation settings, for DC-5GHz, >3dBm 

input P1dB and >26dBm IIP3 are achieved in measurements, while the active 

area is 0.0054mm
2
. In the demonstration T-attenuator system with 4 discrete 

attenuation settings, for DC-5.6GHz, >13dBm input P1dB and >27dBm IIP3 

are achieved in measurements, while the active area is 0.0067mm
2
. Both 



 

 

II

simulation and measurement results demonstrate good robustness against 

PVT variations. 

 Chapter 5 shows a full analysis of distortion and noise for Gilbert mixers. 

Using the introduced analysis method, the noise and distortion of this time-

varying system are estimated by a limited number of time-invariant AC 

calculation. The analyses show that the decreasing transistor output resistance 

together with the low supply voltage in deep submicron technologies contrib-

utes significantly to flicker-noise leakage. The analyses also show that the 

slope of the LO signal has significant effect on IIP2 while little effect on IIP3. 

Design insights for low flicker noise are then presented. 

 Using the design insights in chapter 5, chapter 6 presents techniques to 

simultaneously cancel flicker noise and IM3 in Gilbert-type mixers. Two 

proof-of-concept double-balanced mixers in 0.16μm CMOS were fabricated 

using these techniques. One chip is designed for full-IM3/partial-flicker-noise 

cancellation at 0.9GHz, which achieves 9dB flicker noise suppression, 

improvements of 10dB for IIP3, 5dB for conversion gain, and 1dB for input 

P1dB while the thermal noise increased by 0.1dB at the cost of a small power 

and area penalty. The other chip is designed for full-flicker-noise/partial-IM3 

cancellation at 0.9GHz with a low supply voltage (0.67 VDD), which 

shows >10dB flicker noise suppression within 200% variation of the negative 

impedance bias current. The overall conclusion and suggestion for future work 

are summarized in chapter 7. 
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Het is nuttig voor circuitontwerpers om relatief eenvoudige RF-

circuitmodellen te hebben die voldoende mate van nauwkeurigheid hebben en 

die inzicht geven in de werking van het circuit. Hoofdstuk 2 in dit proefschrift 

beschrijft een model voor zwak-niet-lineaire circuits dat voldoet aan deze 

eisen. Gebruikmakend van een harmonic-balance-gerelateerde methode geeft 

dit model gesloten uitdrukkingen die slechts een lineaire combinatie zijn van 

technologieafhankelijke niet-lineaire transistoreigenschappen en van 

topologieafhankelijke kleinsignaaloverdrachten. Hiermee kunnen 

tijdsafhankelijke zwak-niet-lineaire analyses gedaan worden met behulp van 

tijdsinvariante lineaire analyseresultaten. 

 Dit model wordt verder in dit proefschrift gebruikt om inzichten en nieuwe 

distorsiecompensatiemethoden voor verzwakkers en voor gecascodeerde 

LNA’s te verkrijgen. Hoofdstuk 3 toont als proof-of-concept een resistief 

teruggekoppelde LNA in een standaard 0,16μm CMOS proces, werkend 

tussen 100MHz en 1GHz, met tussen 6,3dB en 10dB verbetering in IIP3 met 

een gelijktijdige versterkingstoenamen tussen 0,2dB en 1dB zonder toename 

van ruis en tegen een zeer geringe toename van het vermogensgebruik en van 

de afmetingen op de chip.  Hoofdstuk 4 toont vervormingscancellatie voor 

CMOS verzwakkers: metingen aan het demonstratieontwerp met Π-

verzwakkers en 4 discrete verzwakkingsstanden laat een ingangsgerefereerde 

P1dB>3dBm zien met IIP3 groter dan 26dBm voor frequenties van DC tot 

5Ghz met een chipoppervlak van 0,0054mm
2
. Het demonstratieontwerp met 
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T-verzwakkers en 4 discrete verzwakkingsstanden bereikt in metingen in het 

frequentiegebied van DC tot 5,6GHz een ingangsgerefereerde P1dB>13dBm 

met IIP3>27dBm met een chipoppervlak van 0,0067mm
2
. Zowel simulaties 

als metingen laten zien dat deze systemen voldoende robuust zijn voor PVT-

variaties. 

 Hoofdstuk 5 presenteert een volledige ruis- en vervormingsanalyse van 

Gilbert-mixers. Gebruikmakend van de methode uit hoofdstuk 1 wordt zowel 

ruis als vervorming bepaald met behulp van een klein aantal tijdsinvariante 

kleinsignaalberekeningen. Verdere analyse hiervan laat zien dat de 

afnemende uitgangsweerstand van transistoren, samen met lage 

voedingsspanningen, in diep-sub-micron technologieën sterk bijdragen aan 

1/f-ruislek. Tevens wordt getoond dat de steilheid van de flanken van het LO-

signaal een groot effect heeft op IIP2 terwijl het slecht een klein effect heeft 

op IIP3. Hieruit volgen meerdere ontwerpinzichten om lage 1/f-ruis te krijgen. 

 Gebruikmakend van de inzichten van hoofdstuk 5 toont hoofdstuk 6 

technieken om gelijktijdig 1/f-ruis en IM3 te elimineren in Gilbert-achtige 

mixers. Twee proof-of-concept dubbelgebalanceerde mixers in 0,16μm 

CMOS zijn gemaakt met deze technieken. Eén van deze chips is ontworpen 

voor volledige IM3-eliminatie met gedeeltelijke 1/f-eliminatie bij 0,9 GHz; 

deze chip bereikt 9dB onderdrukking van 1/f-ruis, 10dB verbetering in IM3, 

5dB verbetering van de conversie-gain en 1dB P1dB verbetering terwijl de 

thermische ruis 0,1dB toeneemt. De prijs die hiervoor betaald wordt is slecht 

een klein beetje vermogensconsumptie en een kleine toename in het 

chipoppervlak. De andere schakeling is ontworpen voor volledige 

onderdrukking van 1/f-ruis met een gelijktijdige gedeeltelijke onderdrukking 

van de IM3 bij 0,9Ghz, met een lage voedingsspanning (0,67xVDD); deze 

schakeling geeft >10dB 1/f-ruisonderdrukking binnen 200% variatie van de 

instelstroom van de negatieve impedantie.  

 Hoofdstuk 7 geeft een samenvatting van de belangrijkste conclusies en 

geeft aanbevelingen voor verder onderzoek.  
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Chapter 1 Introduction 

 

 

 

 Nowadays integrated circuits are hidden everywhere in our life. They are 

making the internet, PCs, mobile phones and the world, go round. Designing 

the integrated circuits requires lots of manpower. Fortunately, the design of 

digital integrated circuits can be highly automated. For the circuit function 

description defined by designers, the computer can generate the according 

layout mask set that is sent to the foundry for manufacturing this integrated 

circuit. However, for RF/analog integrated circuits, this design process is 

mainly performed by designers manually, which motivates the research of 

RF/analog design automation. 

1.1 P-cell for RF circuit block  

  The design automation of the transistor is very well developed so far. The 

designer only needs to input very few parameters of the transistor such as 

width and length rather than delving deeply into the physics. The transistor P- 

cell (parameterized-cell) takes care of the rest job such as linking to process 

library model, giving circuit simulation results and making mask layout. The 

 
 

 

Section 1.1 was part of the paper published in IEEE International Symposium on Circuits and Systems (ISCAS)

2008 [4]. The full paper is in the supplementary materials section in the end of this thesis, and shows some more

detail on using a multi-step P-cell approach for LNA design automation. 
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similar P-cell (parameterized-cell) is also available for passives such as 

inductors recently. Such automatic instances are less error-prone and reduce 

the design-to-market time, which bring the economic benefits.  

 As a result of the mature transistor P-cell, strong interest now moves into 

building P-cell for the RF block design automation. As the market for wire- 

less communication expands, the need for RF IC with demanding perfor-

mance specifications is increasing. However, the design of RF ICs is a highly 

changeling task, which relies on the experience of RF designers to shorten the 

design cycle. The P-cell for the RF block on the other hands provides the 

potential to reduce the design-to-market time. The ultimate goal of the P-cell 

is illustrated in Fig. 1.1: for any specified target circuit performance, the P-

cell would calculate the optimal values for each circuit component. In other 

words, the P-cell determines the circuit parameters such as transistor size, 

bias condition and passive value automatically for any given circuit perfor-

mance specifications, which is a reverse-direction approach compared with 

the commonly-used approach in the synthesis [1-3] (calculating the circuit 

performance metrics from chosen circuit parameters). 

 Available RF block design automation is mainly based on circuit synthesis 

[1-3]. Starting at some initial circuit component values such as transistor size, 

bias condition and passive values, the circuit performance metrics are calcu-

lated and then a cost function is evaluated. Typically, the calculation of 

circuit performance is done using conventional analog circuit simulators. 

 



 

3 

 

 
Adaptation of circuit component values is done using e.g., a gradient descent 

algorithm that optimizes the pre-specified cost function. Already for small 

sized circuits, the number of parameters is large and numerical optimization 

costs lots of time, while there is usually no guarantee that the algorithm finds 

a solution. In mathematical terminology the main problems are due to the 

large search space and sticking in local minima. 

 To speed up the RF design automation process, we proposed a multi-step 

approach in [4] aiming to solve the traditional drawbacks of optimization. As 

illustrated in Fig. 1.2 the steps are: 

• The user selects a circuit topology and specifies target perfor-

mance metrics, which are entered into the P-cell. A straight-forward 

extension is that also the best performing (optimized) circuit out of a 

set of circuit topologies is selected automatically by the P-cell based 

on defined cost function evaluation. 

• The P-cell first makes a coarse optimization of circuit component 

based on the input specifications. This first step uses circuit analyses 

for noise and distortion modeling. A built-in interface with state-of-

the-art MOS models such as PSP [5] extracts the information of in-

 

Target specs

Numerical optimizer

Layout generation
and

further optimization

Accurate optimization

P-cell
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trinsic noise and nonlinearities of the transistor. As a result, this first 

step has moderate accuracy but is very fast.  

• The result of the coarse optimization is used as starting point for a 

numerical optimizer, wrapped around conventional simulators such as 

Spectre [6]. Because of the relatively good starting point for the nu-

merical optimizer, this second optimization is very fast.  

• The results of the second optimization can be used as settings for 

the layout generation. Extraction and optimization on the extracted 

circuit, taking into account layout parasitics (including those of pas-

sive components) and variability, can increase accuracy at a 

significant calculation time penalty.  

1.2 RF circuit block modeling 

 The most important element of the P-cell is the circuit model, which 

provides a mathematical link between the target performance metrics with the 

circuit parameters such as bias and component values [4]. Therefore, this 

thesis focuses on the circuit modeling of two major RF circuit blocks, low 

noise amplifiers (LNA) and mixers. As illustrated in Fig. 1.3, an integrated 

receiver usually starts with an LNA that provides suitable impedance to the 

antenna and amplifies the weak antenna signals. A down converter (usually a 

mixer) then translates the received high-frequency signal to a lower frequency. 

The typical LNA characteristics are noise figure (NF), gain, input matching 

and intermodulation distortion (IIP3 and IIP2) [7]. In a time-invariant system, 

time-invariant linear analyses straight-forwardly provide the model for NF, 

gain, input matching. In contrast, the intermodulation distortion (IIP3 and 

IIP2), due to inevitable curvatures of device characteristics, requires 

time-invariant weakly nonlinear analyses. The design specifications for the 

mixer are NF, gain and intermodulation distortion (IIP3 and IIP2) [7]. Differ-

ent than for the LNA, the mixer not only has a RF signal input but also a 

periodic signal input (LO). Thus, the model for NF and gain and intermodula-

tion distortion (IIP3 and IIP2) require analyses for time-varying system. Table 

1.1 summarizes the analysis methods for the design specifications of LNAs 

and mixers. 
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 The time-invariant linear analysis is easy enough to be taught in popular 

IC design textbooks [7-8]. Nevertheless, the other three analysis methods 

involve complex calculations, and thus have attracted much research devotion. 

Firstly, the Volterra series approach is utilized for the time-invariant weakly 

nonlinear systems such as amplifiers [9-10]. In order to avoid the complex 

calculation of the Volterra series approach, an alternative approach using 

conventional algebra is developed for the harmonic distortion calculation of 

analog amplifiers [11]. For pin-pointing the transistors that contribute to the 

distortion dominantly, the per-nonlinearity analysis is proposed [12]. Howev-

er, no information can be provided about which nonlinearity of the drain 

current within one transistor has more effects. The approach of [13-15] 

decomposes the circuit distortion output into the very basic contributor. Each 

nonlinearity within every transistor of one circuit is differentiated. The 

intention of [12-15] is to generate a compact high-level model by keeping 

only the dominant nonlinearity contributors.   
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 The mixer can be considered as a linear system for noise and gain calcula-

tion or a weakly nonlinear system for the distortion calculation. The bias 

condition of this linear or weakly nonlinear system is modulated by the LO 

signal. A symbolic modeling approach is developed for the linear time-

varying system using harmonic transfer matrices [16]. The algorithm based 

on this approach can be used to generate the linear transfer functions for the 

mixer. For the calculation of the mixer distortion, the time-varying Volterra 

series is used [17].   

 Not surprisingly, the research results in [9-17] altogether are able to 

provide sufficient tools to build the P-cell for the LNAs and mixers. After all, 

these two building blocks have been widely used for many years, and people 

ought to know them adequately well. The only limitation of the approaches of 

[9-17] is that they devote themselves mostly to the circuit simulation and 

synthesis. Complex calculations and numerical algorithm are obligatory in 

those approaches, which doesn’t lead to enough design insights for the circuit 

designers to improve the circuit performance, or even to invent new circuits.  

A remedy to this is the focus of our thesis. The direction that this thesis tries 

to follow includes: 

• Simplify the complex calculations in [9-17] so that circuit design-

ers can carry out by hand-calculations, while the estimation accuracy 

is sufficient. The approaches proposed in this thesis enable the estima-

tion of the time-invariant weakly nonlinear analysis by time-invariant 

linear analysis, and the estimation of the time-varying weakly nonlin-

ear analysis by time-invariant nonlinear analysis. Therefore, all the 

performance specifications (NF, gain, impedance matching, IIP3 and 

IIP2) of both LNA and mixers can be estimated by time-invariant lin-

ear analysis. 

• Obtain the design insights for improving the circuit performance 

as well as circuit innovations. Based on the design insights provided 

by our model, in this thesis, we propose a flicker noise/IM3 cancella-

tion technique for active mixer, a wideband IM3 cancellation 

technique for CMOS attenuators and a wideband IM3 cancellation 

technique for LNAs with cascode topology. All three novel circuits 

have been implemented in silicon.  
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1.3 Thesis outline 

 Chapter 2 focus on the distortion modeling of the LNAs as the model for 

NF, gain and impedance is straight-forward. A general weak nonlinearity 

model [18] for various LNA topologies is presented. This model enables the 

estimation of the time-invariant weakly nonlinear analysis by time-invariant 

linear analysis for various LNA topologies. It’s shown that, in deep-

submicrometer CMOS technologies, the distortion caused by the cascode 

transistor cannot be neglected, due to low supply voltage and small output 

resistance. The general distortion model is then used to provide insights on 

the linearity optimization for the cascode common source amplifier and a 

common gate LNA, taking into account the effect of the cascode transistor.  

 Due to the good understanding of the distortion behavior of time-invariant 

circuits e.g., LNAs and attenuators, which is provided by our general distor-

tion model, novel IM3 distortion cancellation techniques, are proposed for 

LNAs and attenuators.  

 In chapter 3, a wideband IM3 cancellation technique for LNAs with a 

cascode topology is discussed. A negative impedance is used to enable 

distortion current cancellation between the transconductor and the cascode 

transistor. The measurement results of a resistive feedback LNA using this 

IM3 cancellation technique fabricated in a standard 0.16 μm CMOS process 

prove the concept. Robustness of this technique with respect to process 

spread and bias current variations were confirmed in measurements.   

 In chapter 4 the wideband IM3 cancellation technique for CMOS attenua-

tors is presented. Analytical models and simulation results show that this 

cancellation technique is robust against PVT (process, voltage and tempera-

ture) variations. For proof of concept, a Π-attenuator system and a T-

attenuator system using this wideband IM3 cancellation technique are fabri-

cated in a 0.16μm standard bulk CMOS process. Measurements show that 

very high linearity can be achieved for CMOS attenuators by using small 

active area in a wideband with good PVT-robustness. 

 Chapter 5 proposes a noise and nonlinearity model of the Gilbert mixer 

for fast and accurate estimation of the circuit’s noise and distortion behavior. 

Based on closed-form expressions, this model estimates NF, IIP3 and IIP2 of 

the time-varying mixer by a limited number of time-invariant circuit calcula-



 

 

8 

tions. The model shows that the decreasing transistor output resistance 

together with the low supply voltage in deep-submicrometer technologies 

contributes significantly to flicker-noise leakage. Design insights for low 

flicker noise are then presented. The model also shows that the slope of the 

LO signal has significant effect on IIP2 while little effect on IIP3. A new IP2 

calibration technique using slope tuning is presented. Based on the noise and 

distortion analysis of Gilbert mixer, chapter 6 presents an approach to simul-

taneously cancel flicker noise and IM3 in Gilbert mixers, utilizing negative 

impedances. For proof of concept, two prototype double-balanced mixers in 

0.16μm CMOS are fabricated. Measurements and simulations prove this new 

circuit technique. 

 Final conclusions and future recommendations are given in Chapter 7. 
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Chapter 2 Circuit modeling for LNAs 

 

 

 

 

 

 The low noise amplifier (LNA) is a critical building block in the RF front-

end. The important design specifications of the LNA are its distortion per-

formance, typically specified in terms of IIP2 and IIP3, and linear small-

signal parameters such as noise figure, input matching and gain. As discussed 

in section 1.2, the distortion analysis of the LNA is rather complex, while the 

analysis of the linear small-signal parameters is straight-forward. Thus, this 

chapter focuses on the distortion modeling of the LNA, which then is used to 

provide design insights for the LNA linearity optimization. Instead of using 

brute force numerical optimizers, we apply a generalized weak nonlinearity 

model that only involves AC transfer functions to derive simple equations for 

obtaining design insights. This generalized weak nonlinearity model is 

applied to two known RF circuits: a cascode common source amplifier and a 

common gate LNA. It is shown that in deep submicron CMOS technologies  

 

 This chapter is accepted for publication in IEEE Transaction on Circuits and Systems I [40]. The last section of

[40] that is about attenuator linearization isn’t included in this chapter, since more detailed discussion about

attenuator linearization is covered in chapter 4. 
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the cascode transistor in both the common source amplifier and in the com-

mon gate amplifier significantly contributes IM3 distortion. Some design 

insights are presented for reducing the cascode transistor related distortion, 

among which moderate inversion biasing that improves IIP3 by 10 dB up to 5 

GHz in a 90nm CMOS process. More detail of the accuracy benchmarking of 

this distortion model is presented in [6] and the full paper is in the supple-

mentary materials section in the end of this thesis. 

2.1 Introduction 

 In recent years, the need for RF ICs with demanding performance specifi-

cations has been increasing significantly.  Low intermodulation distortion is 

one of the most desirable design targets for the current wireless front-ends. 

Optimizing RF front-end circuits may be done using brute force numerical 

optimizers with a proper set of optimization constraints, or can (partly) be 

done by hand if sufficient design insight is present. Circuit distortion analyses 

such as Volterra series have been used to either provide design insights on the 

RF circuit linearity [1] or to get numerical/symbolic solutions for the behav-

ioral modeling of the front-end [2-4]. To reduce the complexity of Volterra 

kernels, [5] uses nonlinear system order reduction algorithms to produce 

compact macromodels based on Volterra series. 

 As alternative for the Volterra series, in [6] we presented a general weak 

nonlinearity model that was applied to relatively small RF circuits: the low 

noise amplifier (LNA). This model can easily be used to derive e.g. the 

circuit’s intermodulation distortion in a compact closed-form expression. Due 

to the nature of the method, this closed-form expression is a linear combina-

tion of a number of nonlinearity coefficients of each MOS transistor and of 

terminal AC transfer functions. Since the AC transfer functions involve no 

complex calculations, it is straightforward to utilize the general distortion 

model for various topologies. Nevertheless, [6] only shows the accuracy 

benchmarking of this general model for different LNAs while no further 

circuit design insights are provided.  

 This chapter extends the general weak nonlinearity analysis method in [6] 

to a number of small RF circuits with four-terminal transistors; the method is 
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applied to explore the design space to optimize RF circuits and to provide 

design insights. Section 2.2 presents the closed-form expressions for the 

general nonlinearity model. Using this model, we introduce a nonlinearity 

cutoff frequency that indicates the relative significance of capacitive nonline-

arities with respect to resistive terms for MOS transistors. This is used to 

simplify the general model by removing many insignificant terms from the 

weakly nonlinear circuit model. Section 2.3 and 2.4 discuss insights on the 

linearity optimization for the cascode common source RF amplifier and 

common gate LNA. It is shown that the distortion generated by the cascode 

transistor easily become dominant in the amplifier’s overall distortion behav-

ior due to the relatively large output conductance and its associated large 

nonlinearities. The analytical expressions indicate an IM3 cancellation 

scheme for amplifiers biased in the moderate inversion region. The overall 

conclusions are summarized in section 2.5. 

2.2 The general weak nonlinearity model 

2.2.1 The MOS transistor nonlinearity model 

The dominant source of nonlinearity in RF circuits is usually the transistors’ 

nonlinearity. A MOS transistor is a four-terminal device, in which all currents 

into the terminals and charges attributed to the terminals are nonlinear func-

tions of the voltages across any two terminals. Mathematically, the transistor 

can be modeled as a three-port network with the gate-source, drain-source 

and bulk-source voltage as the input ports and gate current, drain current and 

id

ig ib
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bulk current as outputs for any given DC bias, see Fig. 2.1. For analytical 

weakly nonlinear distortion analyses, Taylor series have been dominantly 

used to describe MOS transistor nonlinearity, where typically only the 

resistive nonlinearity is modeled [1-4, 7-11]. Here we present a complete 

weak nonlinearity model of the MOS transistor taking into account both the 

resistive and capacitive nonlinearity, which is given by 

 

 

 

 

 and  

where     and ,  

are respectively the capacitive and resistive coefficients.  is the charge 

attributed to the terminal  (gate, drain or bulk)  and  is the current into 

terminal . For the first-order Taylor series terms, we have , 

which implies that a first derivative is taken with respect to just one port 

voltage. For the second-order terms, , which means that either 

one second derivative is used or that two first order derivative are taken with 

respect to port voltages. In this chapter we use only the first, second and the 

third-order terms, for the latter of which . For the drain terminal, 

the first-order coefficients ,  and  correspond to the linear small 

signal parameters ,  and  , while ,  and  are their capaci-

tive counterparts. The higher order resistive coefficients ( , ), ( , 

),  and ( , )  describe second-order and third-order dependency of 

the resistive drain-source current respectively on VGS, VDS and VBS, while 

( , ), ( , ),  and ( , )  are their capacitive counterparts. The 

other coefficients are the cross-modulation conductive and capacitive terms 

describing the dependency of drain-source current on either any two terminal 

or three terminal voltages. These cross-modulation terms are significant in 

deep sub micron CMOS technologies.  

 

 (2.1) 



 

15 

 

2.2.2 Generalized weakly nonlinear analysis 

 In the circuit example we analyzed in [6], the transistors are assumed to 

be three-terminal devices with interconnected bulk and source terminals. Here, 

we assume four-terminal transistors obeying the weakly nonlinear model 

given in (2.1). It is assumed that these transistors are dominant in the nonline-

ar behavior of the circuit with N transistors. We assume a two-tone input 

voltage  with sufficiently small amplitude  to ensure 

circuit operation in the weakly nonlinear region. The voltage swing at each 

port (vgs, vds and vbs) of each transistor results in distortion currents (igs,D, ids,D 

and ibs,D) by that transistor as described by (2.1). These distortion currents in 

turn generate a voltage at the ports of all transistors: 

 
where N is the number of transistors in the circuit,  is the transfer function 

from the current in port (x,s) of transistor p to the terminal voltage  of 

transistor j, and  is the transfer function from voltage input to port (k,s) of 

transistor j, with . Since (2.2) is carried out in the frequency 

domain, (2.1) is rewritten into an admittance notation, 

with . The generated distortion voltag-

es result in additional distortion currents. The recursive dependency of (2.1) 

and (2.2) can be numerically solved by the harmonic balancing technique [7], 

which is often implemented in simulators. A known issue with harmonic 

balancing is that oversampling is required to prevent significant aliasing of 

higher harmonics. For the weakly nonlinear analyses done in this chapter, we 

assume a maximum mixing order of 3: all terms higher than third order are 

truncated. For weakly nonlinear systems this does not introduce significant 

errors, while by truncating the terms higher than third order, the number of 

terms remains finite and the set of equations can be analytically solved.  

 After truncation of higher order terms, only the terms with fundamental 

tones contribute to the second-order distortion, while the second-order 

distortion is proportional to ; similarly, only the terms with fundamental 

tones and second-order distortion components tones contribute to the third-

(2.2) 
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order distortion components resulting in the third-order distortion proportion-

al to . Now, a next step in the reduction of computational effort is the 

selection of only the frequency components leading towards the output signal 

component at the desired frequency (denoted as ). As a result, the set of 

equations consisting of (2.1) and (2.2) can be analytically solved; the distor-

tion at the circuit output is now a linear combination of the distortion 

contributions of each individual transistor.   

 
where  with  the function that selects only the 

 components from the product of voltages:  . For IM2 

calculations the function  thus is (with n+m+l=2):  

 
where v* denotes the complex conjugate of v. The corresponding  for 

IM3 calculations is somewhat more elaborate and is given in appendix 2.1. 

Note that  is the AC transfer function from the current in port (k,s) of 

transistor p to the output voltage and can be easily obtained by small signal 

analysis.  

 In summary, since no topology information is involved in deriving (2.3), 

the analysis result can be reused in any topology by deriving the topology-

dependent AC transfer functions. The presented model transforms the circuit 

distortion calculation that usually is done by Volterra-series into rather simple 

AC transfer function calculations using a topology-independent transfor-

mation. When this model is used for automatic symbolic analysis of time-

invariant weakly nonlinear circuits, only AC symbolic analysis is required. 

2.2.3 Simplifying the transistor nonlinearity model 

 The nonlinearity model provides the possibility to further simplify the 

MOS transistor nonlinearity model given by (2.1). In (2.3) the resistive and 

capacitive coefficients (  and ) are combined into . 

Then a cutoff frequency  can be used to estimate whether 

 (2.3) 

(2.4) 
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the resistive nonlinearity or the capacitive counterpart is dominant for certain 

operating frequencies in a specific technology for specific biasing conditions 

and transistor sizes. However, for transistors with fixed length (e.g. minimum 

length) and width that is not close to minimum width,  is fairly independ-

ent of transistor size (This is usually true for RF applications). This 

effectively leaves only bias dependent   factors in a certain technology.  

 When  is very high,  can be reduced to a purely resistive compo-

nent. Similarly, for  having  much lower than any signal frequency, 

the   can be seen as purely capacitive. As a result, evaluating  provides 

an approach to simplify the MOS transistor nonlinearity model for all of the 

weakly nonlinear RF circuits in the same transistor technology. This is 

different from previous work, as [3, 16] do not take the capacitive nonlineari-

ties into account, while [17] takes a transistor as a black box and does not 

distinguish between the resistive and capacitive nonlinearities. Moreover, [3] 

removes insignificant resistive nonlinearities based on a system-level circuit 

model, which makes it topology-dependent, while our is mainly depend-

ent on bias conditions and technology parameters, and therefore largely 

topology-independent (appendix 2.2 shows an example for  for an NMOS 

transistor). Hence, the nonlinearity parameters only need to be estimated once 

for a certain technology, and can then be (re)used in calculations or simula-

tions using e.g. a look-up table. 

 In this chapter, a commercial 90nm CMOS process is used for demonstra-

tion purposes. All simulations are done in Spectre circuit simulator, using the 

PSP compact MOSFET model [18] fitted to our 90nm CMOS process.  

  Equation (2.3) shows that the relative importance of the nonlinearity 

between different terminals in one transistor can be determined by evaluating 

 and 

. Since are linear transfer functions that depend on the 

actual circuit topology, the evaluation of the relative impact of the nonlineari-

ties  between ports can only be used to simplify the MOS transistor 

nonlinearity model for individual circuits, similar to the situation in [3].  
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2.3 Cascode Amplifier Linearity Optimization  

 The cascode amplifier topology shown in Fig. 2.2 is widely used because 

of its superior properties over the common-source amplifier [19-23]. Typical-

ly, the distortion contribution from cascode transistor M2 is neglected [24-28], 

which is valid for sufficiently large output impedance levels of M1. However, 

CMOS technology scaling yields relatively low output resistance for short 

transistors [29]. The distortion contribution of M2 then can no longer be 

neglected.  

 In [30-31] only the effect of the transconductance nonlinearity in M2 

is analyzed, while the other nonlinearities related to the output conductance of 

M2 (e.g. the third order output conductance nonlinearity , and the cross 

terms and ) are neglected. In this section, we take into account all 

nonlinearities up to the third order and demonstrate that for low supply 

voltage and large gain, , and  may be dominant in the total 

distortion. Note that we focus on the distortion due to the cascode transistor, 

therefore, we ignore the input matching for the CS amplifier and do not focus 

on good noise figure (NF). For simulation purpose we put a 50Ω resistor at 

the gate of M1 for input matching.  

 Analysis results for output IM3 and a description are given below. The 

analysis described in the previous section shows that capacitive nonlinearities 

are not significant for this type of circuits in the low GHz range and can be 
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neglected. The first-order approximation (see appendix 2.3 for the derivation) 

of the output IM3 of the cascode amplifier is  

 
 

Assuming  and , (2.5) can be further simplified to 

 
 

where transistor nonlinearitis , ,  and are extracted from 

simulation as shown in Fig. 2.3.  

 Fig. 2.3(a) shows that in the strong inversion region the nonlinearities  

and  have the same sign (negative) while  and  have the opposite  
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sign (positive). It follows from equation (2.6) that the contribution from each 

third-order nonlinearity adds up in the circuit output. Equation (2.6) also 

shows that a large output resistance of M1( ) results in negligibly small 

distortion contributions of M2 for the total IM3 compared to the contributions 

of M1. However, in deep-submicrometer CMOS technologies, typically the 

output resistance of M1 is relatively low: the IM3 distortion contribution from 

M2 then may become dominant. On top of that, the low supply voltage 

together with high gain operation tends to push M2 out of the deep saturation 

region, resulting in a very significant increase of the third-order output 

conductance nonlinearity term  and the cross-modulation nonlinearities 

 and , see Fig. 2.3(b).  

 To demonstrate the increasing IM3 contribution from M2 as the gain 

increases, Fig. 2.4 shows simulation results for the cascode amplifier in Fig. 

2.2 for different gain settings by only changing  (from 100Ω to 250Ω) for 

a constant bias current. The two-tone signals are at 1GHz and 1.01GHz and 

the IIP3 is extrapolated by sweeping the input power from -35 to -25dBm. Fig. 

2.4(a) shows that the model given by (2.5), including only the third-order 

transistor nonlinearity terms, provides an accurate IIP3 estimation for differ-

ent gain settings. Fig. 2.4(b) shows that the voltage gain increases, while the 

IIP3 decreases with increasing . For larger , the drain voltage of M2 

decreases and M2 comes out of deep saturation. As a result, the third-order 

nonlinearity terms ,  and  increase significantly, which 
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results in a significant increase of IM3 distortion. Fig. 2.4(b) illustrates that 

the IM3 contribution of the cascode transistor M2 then can be higher than that 

of M1. Therefore, in deep-submicrometer CMOS technologies, linearity 

optimization must take into account not only  and , but also cross-

modulation terms and . These cross modulation-terms are usually 

neglected [30-31]. 

 Expression (2.6) suggests that optimal bias for linearity should prevent M2 

from approaching the triode region, where the third-order output conductance 

nonlinearity and the cross-modulation nonlinearity (  and ) 

are maximum. This leads to the following three linearity optimization ap-

proaches: 

• optimiz the gate bias voltage  of cascode transitor  

• use components to bypass part of the DC bias current 

• use distortion cancellation for the transistors.  

For demonstration purposes, the linearity optimization is performed for the 

cascode amplifier in Fig. 2.2 with , where transistor M1 and M2 

are biased in strong inversion. The dimension and bias condition 

(gm1=gm2=20mS, W1/L1=W2/L2=50/0.1μm, IDC=2.23mA, VB1=0.6V, 

Vth=0.42V and VB2= VDD=1.2V) provide 12.8dB voltage gain, 7.4dB NF, -

4.5dBm IIP3 and -14dBm P1-dB. The IIP3 is extrapolated by sweeping the 

input power from -35 to -25dBm with a two-tone signal at 1GHz and 

1.01GHz. This design serves as reference for comparison with the optimized 

designs. 

2.3.1 Optimizing the cascode transistor gate bias voltage 

 One approach for linearization is to adjust the gate bias of cascode 

transistor M2. Usually the gate voltage is equal to the supply voltage VDD. In 

this section, it is shown that other (DC-) voltages may result in better perfor-

mance; we do not address applying AC-variations (e.g. gain boosting) for 

simplicity reasons.  

 It can be derived from (2.6) and the relations between the transistor 

nonlinearities and biasing conditions that by adjusting the gate bias of M2 

(VB2) the overall circuit linearity can be optimized. For low cascode gate bias 

levels, M1 is biased between the saturation region and triode region where its 
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output conductance nonlinearity and the cross-modulation nonlinearity 

(  and  ) are high, resulting in rather low IIP3. At high cascode 

gate bias voltage levels the cascode transistor M2 may go out of saturation 

which increases its nonlinearities ,  and  . In between these 

two extremes, the total distortion of the two transistors is minimum, and 

typically dominated by the third-order transconductance nonlinearity  of 

M1. Fig. 2.5 shows that for the reference LNA design a cascode transistor 

gate bias in the range of 1 V to 1.05V yields maximum IIP3 with slightly 

degraded NF and voltage gain. 

2.3.2 Usage of bypass components 

 One of the dominant effects with respect to distortion is the limited 

voltage headroom for either M1 or M2, which is among others limited by the 

DC-voltage drop across the resistor. Using components to bypass part of the 

DC-current increases the headroom and hence decreases distortion.  

 One way to implement this is to add a pMOS load or an (on-chip) induc-

tor in parallel to . A parallel pMOS load (M3) conducts a part of the DC 

current and lifts up the drain voltage of M2. As a result, the output conduct-

ance nonlinearity  and the cross-modulation nonlinearity terms (  

and ) of M2 decrease. For the first-order approximation the output IM3 

of the cascode amplifier given by (2.6) changes to 
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where the last term represents the distortion contribution from M3 via its 

output conductance nonlinearity . Although M3 contributes additional 

distortion, the circuit linearity can still be improved with a proper design. Fig. 

2.6 shows the simulation result for the cascode amplifier with pMOS load M3 

in parallel to  by sweeping the width of M3 (W3). A channel length three 

times the minimum length is used to increase the output resistance of M3 for 

keeping the voltage gain almost unchanged. As W3 increases, the drain 

voltage of M2 increases since less dc current passes through . The IIP3 

increases as M2 enters further into the saturation region. More DC current 

through M3 further increases the drain voltage of M2. This pushes M3 out of 

deep saturation and causes more distortion and noise from M3. The IIP3 is 

optimum at the region where both the cascode transistor M2 and the M3 are in 

saturation. Then the output conductance nonlinearity , the cross-

modulation nonlinearity (  and  ) of M2 and  the output conduct-

ance nonlinearity  of M3 are less significant than the third-order 

transconductance  of M1. Alternatively, an on-chip stacked inductor 

load can also be used to increase the drain voltage of M2 [32]. However, for 

 

 

(2.7)
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frequencies in the lower GHz range, the low quality factor introduces rather 

small shunt parasitic resistance that limits the amplifier gain. Moreover, on-

chip stacked inductors typically consume much more area than a pMOS load 

[32-33].  

2.3.3 Optimal bias in moderate inversion region  

 Assuming that the main nonlinearity of a MOS transistor arises from 

transconductance nonlinearity , the IIP3 sweet spot of the single transistor 

amplifier coincides with the setting at which  is zero [9]. Due to increas-

ingly nonlinear output conductance and cross terms in submicron CMOS 

technologies, the actual IIP3 sweet spot of a single transistor amplifier 

however does not coincide with zero-  [9, 11]. As the cascode transistor 

may contribute significant distortion, the effect of the cascode transistor on 

the IIP3 sweet spot needs to be included.   

 The simplified model in (2.6) is used to estimate the IIP3 sweet spot of 

the cascode amplifier. Fig. 2.3(a) shows that in moderate inversion the 

nonlinearities ,  and  are positive and  is negative. Thus the 

distortion generated by  of M1 and M2 cancels the distortion of all the 

other nonlinearities within M1 and M2 as suggested by (2.6). As illustration 

for this, Fig. 2.7 shows the simulation and calculation result for the cascode 

amplifier where M1 and M2 are set to have a constant gm of 20mS at 1GHz, 

which is the same as in the reference design. Firstly, Fig. 2.7(a) shows that 
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the model given by (2.6) including only the third-order transistor nonlinearity 

provides an accurate IIP3 estimation for the moderate inversion bias region. 

As shown in (2.6) and Fig 2.4(a), for very low VGS,  and are large 

and dominantly contribute to the output distortion. As VGS increases,  

and  start to decrease and their distortion cancels the disto- 

rtion generated by the other transistor nonlinearities; this enables a high-IIP3 

region around VGT=70mV, which is about 20mV away from the zero-  

setting illustrated by the dashed line in Fig. 2.7(a). For large VGS when the 

transistors enter strong inversion,  and  get negative and there is 

no distortion cancellation. Based on Fig. 2.7 we choose one optimal design 

(W1/L1=W2/L2=104/0.1μm, VGT=70mV, IDC=1.17mA). Compared to the 

reference cascode amplifier design, the transistor width is doubled while the 

DC current is about halved. 

 Fig. 2.8 shows that for a set of 200-time Monte Carlo simulation with 

mismatch and process corner spread the moderate inversion optimal region 

enables mean IIP3 of 12.5dBm at 1GHz, which is an improvement of about 

16dB compared to the reference design operating in strong inversion. To 
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illustrate frequency-dependencies, Fig. 2.9 shows the simulated results of this 

optimal design for input signal frequency from 0.1GHz to 10GHz. Fig. 2.9 

shows that optimal bias in the moderate inversion improves IIP3 by more 

than 10dB for frequencies up to 10GHz. The cancellation degrades at higher 

frequencies because of increasing phase shifts between the distortion compo-

nents generated by  and by the other nonlinearity components. The 

simulated IM3 and HD1 for varying input power in Fig.2.10 shows that the 

IM3 cancellation in the moderate inversion region becomes less effective for 

input signals larger than -15dBm. This is due to higher-order transistor 

nonlinearities. Since the voltage drop across Rload is halved in the moderate 

inversion region, there is more headroom for the output swing and hence 

increases P1-dB from -14dBm to -10dBm.   

2.3.4 Summary 

 The general weak nonlinearity model used for the cascode amplifier 

topology shows that the cascode transistor M2 may contribute significantly to 
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the overall distortion, especially in high gain settings in deep-submicrometer 

CMOS. A number of ways to minimize distortion were discussed, among 

which optimum gate biasing of the cascode transistor, using DC-current 

bypass components, and enabling distortion cancellation in moderate inver-

sion operation.  

 Table 2.1 lists the simulation results of optimal linearity designs using the 

three optimization approaches discussed in section 2.2. The optimal designs 

are obtained using the data in Fig. 2.5, Fig. 2.6 and Fig. 2.7 respectively. 

Table 2.1 shows that only adjusting the cascode transistor gate bias (Opt.A) 

increases IIP3 by 6dB, while gain and noise are slightly affected. This ap-

proach takes no extra active area. For higher IIP3 either the pMOS load 

(Opt.B) should be used or the cascode amplifier should be biased in the 

moderate inversion (Opt.C). Both Opt.B and Opt.C need extra active area 

while gain and noise are slightly affected. However, biasing the amplifier in 

the moderate inversion (Opt.C) uses about 50% less current and achieves 

thelargest IIP3 improvement due to the distortion cancellation between M1 

and M2 while little effect on gain and NF. Less dc bias current provides more 

headroom for the output swing and increases P1dB. As shown in section 2.2.3, 

for all process corners and for frequencies up to 10 GHz biasing in moderate 

inversion appears to be optimum. 

 IDC 

[mA] 

IIP3 

[dBm] 

Gain 

[dB] 

NF 

[dB] 

Active area 

[μm
2
] 

P1dB 

[dBm] 

Ref. Design 2.23 -4.5 12.8 7.4 10 -14 

Opt. A 2.23 2.7 12.5 7.7 10 -11.7 

Opt. B 2.23 9.7 12.5 8 27.1 -13.8 

Opt. C 1.17 14.5 12.8 7.1 20.8 -10 

Opt.A:  cascode transistor gate bias adjustment. 

Opt.B:  pMOS load. 

Opt.C:  moderate inversion biasing. 
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2.4 Common-Gate LNA Linearity Optimization  

 Due to the strict demands on input matching, the transconductance ( ) 

for a common-gate (CG) LNA is fixed, resulting in difficulties in simultane-

ously providing NF<3dB and high gain [34-39]. The cross-coupled capacitors 

shown in Fig. 2.11 are frequently used for   boosting in order to achieve 

high gain and low NF [34-36, 38-39]. For 50Ω input matching, M1a and M1b 

are dimensioned for a fixed transconductance ( ): for high gain and 

a low NF then a large  is required. Similar to the discussions in section 

2.2 for the cascode common source amplifier, the large  decreases the 

drain voltage of M2a/M2b and tends to push M2a/M2b out of deep-saturation. 

As a result, the third-order output conductance nonlinearity and the 

cross-modulation nonlinearity (  and ) increases dramatically and 

contributes more IM3 distortion. For demonstration, we simulate the CG 

LNA shown in Fig. 2.11(a) in different gain settings by sweeping   (from 
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300Ω to 600Ω) for a constant 2mA DC current, while keeping S11<-10dB. 

The two-tone signals are at 1 GHz and 1.01 GHz and the IIP3 is extrapolated 

by sweeping the input power from -35 to -25 dBm. Fig. 2.12 shows that 

larger  improves NF and gain at the price of decreasing IIP3 since 

M2a/M2b are pushed out of the deep saturation region. The optimal bias region 

can be estimated using the expression for the output IM3 of the CG LNA 

half-circuit model shown in Fig. 2.11(b) (see appendix 2.4 for the derivation): 

 
Assuming that  and , (2.8) can be simpli-

fied to 
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For the CG LNA, (2.9) suggests a similar IM3 cancellation scheme as for the 

cascode CS amplifier discussed in section 2.2. In the moderate inversion 

region, the transconductance nonlinearities  turn into positive values. 

Thus, the distortion generated by  of M1 and M2 cancels the distortion of 

all the other nonlinearities within M1 and M2. Fig. 2.13 shows the simulated 

IIP3 of the CG LNA as well as the calculated IIP3 using (2.8). Both M1 and 

M2 have the same dimension and a constant transconductance (gm=9mS for 

S11<-25dB) for different overdrive voltage VGT. The load  is set to 600Ω 

to achieve 18dB voltage gain and 2.3dB NF. The two-tone signals are at 1 

GHz and 1.01 GHz and, the IIP3 is extrapolated by sweeping the input power 

from -35 to -25 dBm. Fig. 2.13 shows that the model given by (2.8) provides 

a good prediction on the IIP3 changing trend. For very low VGT,  and 

 are large and dominantly contribute to the output distortion. As VGT 

increases,  and   start to decrease and their distortion cancels the 

distortion generated by the other transistor nonlinearity terms. This cancella-

tion enables a high-IIP3 region around VGT =50mV. For large VGT the 

transistors enter the strong inversion region, and   and  become 

negative and as a result no distortion cancellation can take place between M1 

and M2. For comparison we simulate two LNA designs at 1GHz. The load 

 is set to 600Ω and a 100nH inductor with Q=80 is used to model the 

off-chip inductor. In both designs M1/M2 are set to gm=9mS, while in LNA1 

the transistors are biased in strong inversion region and in LNA2 the transis-

tors are biased in moderate inversion. Table 2.2 shows that 
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in the optimal moderate inversion region, IIP3 is improved by 15dB; the DC 

current is decreased by 50% ,while NF, gain and input matching stay the 

same. However, the price to be paid is about 3dB smaller bandwidth since the 

transistor width increases by about two times in the optimal moderate inver-

sion region.  

 A 200-sample Monte Carlo simulation with mismatch and corner spread 

shows in Fig. 2.14 that moderate inversion biasing yields a mean IIP3 of 

9.4dBm, which is about 14dB higher than biasing in saturation. Fig. 2.15 

shows the IIP3 for the designs as a function of frequency from 0.1GHz to 10 

GHz. It is shown that the optimal bias in the moderate inversion improves 

IIP3 by more than 10dB up to 5GHz. The distortion cancellation degrades 

towards higher frequencies because of phase shifts between the distortion 

components due to   and due to the other nonlinearity terms. Fig. 2.16 

shows the simulated IM3 and HD1 as a function of input power; the IM3 

cancellation in moderate inversion becomes less effective for input signals 

 VGT 

[mV] 

Idc  

[mA] 

IIP3 

[dBm] 

Gain 

[dB] 

NF 

[dB] 

S11 

[dB] 

P1-dB 

dBm] 

WM1/M2 

[um] 

LNA1 170 1.92 -5 18.2 2.35 -29 -15.5 26 

LNA2 48 1 10 18 2.32 -26 -13.5 56 
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larger than -18dBm. This is due to transistor nonlinearities higher than third-

order. Since the voltage drop across Rload is halved in the moderate inversion 

region, there is more headroom for the output swing, and hence this increases 

P1-dB from -15.5dBm to -13.5dBm. 

2.5 Conclusion 

 We introduced a generalized weak nonlinearity analysis method, which is 

somewhat related to harmonic balance analyses. It can obtain closed-form 

expressions for circuit distortion. Due to the nature of the method, the ob-

tained expressions consist of technology dependent transistor nonlinearity 

parameters and topology-dependent AC transfer functions only. Simple 
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techniques were introduced to maximally decrease computational effort, such 

as limiting calculations in such a way that only signals leading to the targeted 

distortion component are included in the calculations. Secondly a nonlinearity 

cutoff frequency  was used to determine the relative importance between 

the resistive nonlinearity and its capacitive counterpart and to allow for 

omission of nonlinearity terms. The characterization results of  is topolo-

gy-independent and can be (re)used for all the circuit designs in the same 

process, which improves the efficiency of numerical circuit optimization.  

 The general weak nonlinearity model is applied to two RF circuits to 

explore the design space for linearity optimization insights that is usually 

available in today’s deep-submicrometer CMOS technologies. We show that 

in a standard cascode LNA circuit, the cascode transistor can significantly 

contribute to distortion in deep-submicrometer CMOS technologies. This is 

due to the low supply voltage and the decreasing output resistance. A number 

of ways to decrease the distortion with (almost) unchanged NF and gain are 

discussed, including DC-current bypass components and biasing the transistor 

in the moderate inversion region to get distortion cancellation. For both 

common source amplifier and common gate LNA, this IM3 cancellation 

scheme provides robustly more than 10dB IIP3 improvement for signal 

frequencies up to 5GHz in a 90nm CMOS process.  

 

Appendix 2.1 

 

 For calculating the output IM3, the following function takes into account 

only the terms leading to the signals at  

 

 

 

 

 

(2.10) 
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In this,  denotes the complex conjugate function. 

 

Appendix 2.2 

 

 The MOS transistor resistive nonlinearity can be extracted in many ways 

in time domain or in frequency domain. In this work we derived the non-

linearity coefficients from simulations using Spectre and a well fitted PSP 

model. The PSP model is known to be able to correctly fit at least up to the 

third derivative [12, 13, 18]. Using a PSP model has advantages over getting 

derivatives from measurements mainly because measurement noise is largely 

eliminated: the PSP model can be used to accurately smoothen measurement 

results.  

 The resulting nonlinearity parameters scale (as a good approximation) 

linearly with transistor width which allows normalization with respect to 

transistor width. Furthermore, transistor length is assumed to be minimum. 

Then the nonlinearity parameters are mainly functions of port voltages, and 

need to be determined just once for each technology. Storing them in e.g. a 

look-up table then allows for computational efficient use in e.g. calculations.  

As an example, the  is extracted from simulations, as a function of VGS 

and VDS for a minimum length transistor, for the 90nm CMOS process used 

throughout this chapter. The resulting contour plot of  is shown in Fig. 

2.17; for readability,  is plotted; the minimum value of 2 in the 

plot hence corresponds to 100GHz. The plot indicates that at frequen-

cies lower than 10 GHz,  is dominant compared to  and hence  can 

be neglected. 
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Appendix 2.3 

 

 The drain-source resistive nonlinearity of M1, the drain-source resistive 

nonlinearity of M2, the gate-source capacitive nonlinearity of M2 and the 

bulk-source capacitive nonlinearity of M2 contribute to the IM3 of the 

cascode amplifier shown in Fig. 2.2. Applying the general weak nonlinearity 

model given in (2.3) to the cascode amplifier yields   
 

 

 
 

Using the model shown in Fig. 2.18a to calculate the H function, (2.12) can 

be rewritten into 
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For e.g. M2, the relative importance between the gate-source capacitive 

nonlinearity, the bulk-source capacitive nonlinearity and the drain-source 

resistive nonlinearity can be determined by 

  

 

Characterization of  shows that for M2 in the cascode amplifier the 

dominant nonlinearity is the drain-source resistive nonlinearity. Then (2.13) 

can be simplified to 

 

 

Firstly assuming that the drain-source resistive nonlinearity related to the 

bulk-source voltage swing can be neglected, and secondly only including the 

third-order nonlinearity, we use the model shown in Fig. 2.18(b) to calculate 

the  functions, yielding equation (2.5) in section 2.3. 
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Appendix 2.4 

 

 For the CG LNA shown in Fig. 2.11(b), assuming firstly that the resistive 

nonlinearity is dominant between the drain-source terminal, and secondly 

including only the third-order nonlinearities, the general weak nonlinearity 

model given in (2.3) can be rewritten as  

 

 

 

Assuming perfect input matching ( ), we use 

the model shown in Fig. 2.19 to calculate the H and functions. Then (2.16) 

can be rewritten as equation (2.8) in section 2.4. 

 

 

(2.16). 



 

 

38 

2.6 References 

[1] H. Zhang, E. Sanchez-Sinencio “Linearization techniques for CMOS low noise 

amplifiers: a tutorial,” IEEE Trans. Circuits and Syst. I, vol.58, no.1, pp.1215–1227, Jan. 

2011. 

[2] P. Wambacq and W. Sansen, Distortion Analysis of Analog Integrated Circuits, Dor-

drecht, The Netherlands: Kluwer, 1998. 

[3] P. Wambacq, G. Gielen, P. Kinget, and W. Sansen, “High-frequency distortion analysis 

of analog integrated circuits,” IEEE Trans. Circuits and Syst. II, vol. 46, pp. 335–344, 

Mar. 1999. 

[4] P. Dobrovolny, G. Vandersteen, P. Wambacq and S. Donnay, “Analysis and compact 

behavioral modeling of nonlinear distortion in analog communication circuits,” IEEE 

Trans. Computer-aided Design of Integrated Circuits and Systems, vol.22, pp.1215–

1227no.9, Sept. 2003. 

[5] P. Li and L. T. Pileggi, “Compact reduced-order modeling of weakly nonlinear analog 

and RF circuits,” IEEE Trans. CAD Des. Integr. Circuits Syst., vol. 23, pp. no. 2, 184-

203, 2005. 

[6] W. Cheng, A. J. Annema, J. A. Croon, D. B. M. Klaasen and B. Nauta, “A general weak 

nonlinearity model for LNAs,” IEEE Custom Integrated Circuits Conference, pp.221–

224, Sept. 2008. 

[7] S. El-Rabaie, V. F. Fusco and C. Stewart, “Harmonic balance evaluation of nonlinear 

microwave circuits-a Tutorial approach” IEEE Trans. Education, vol. 31,  No.3,  pp. 

181–192, 1988. 

[8] K. Sanghoon, B. Choi and B. Kim, “Linearity analysis of CMOS for RF application,” 

IEEE Trans. Microwave Theory and Techniques, vol. 51,  Issue 3,  pp. 972–977, Mar. 

2003. 

[9] B. Toole, C. Plett, and M. Cloutier, “RF circuit implications of moderate inversion 

enhanced linear region in MOSFETs,” IEEE Trans. Circuits Syst. I, Reg. Papers, vol. 51, 

no. 2, pp. 319–328, Feb. 2004. 

[10] H. Khatri, P. S. Gudemand L.E.Larson, “Distortion in current commutating passive 

CMOS downconversion mixers,” IEEE Trans. Microwave Theory and Techniques, vol. 

57,  no.11,  pp. 2671–2681, Nov. 2009. 

[11] X. Wei, G. Niu, Y. Li, M. Yang and S. S Taylor, “Modeling and characterization of 

intermodulation linearity on a 90-nm RF CMOS technology,” IEEE Trans. Microwave 

Theory and Techniques, vol. 57, no.4,  pp. 965–971, Apr. 2009. 

[12] A. J. Scholten, G. D. J. Smit, B. A. de Vries, L. F. Tiemeijer, J. A. Croon, D. B. M. 

Klaassen, R. van Langevelde, X. Li, W. Wu and G. Gildenblat, “The New CMC Stand-



 

39 

 

ard Compact MOS Model PSP: Advantages for RF Applications”, IEEE J. Solid State 

Circuits, vol. 44, no. 5, may 2009, pp. 1415-1424 

[13] X. Li, W. Wu, A. Jha, G. Gildenblat, R. van Langevelde, G.D.J. Smit, A.J. Scholten, 

D.B.M. Klaassen, C.C. McAndrew, J. Watts, C.M. Olsen, G.J. Coram, S. Chaudhry and 

J. Victory, “Benchmark Tests for MOSFET Compact Models With Application to the 

PSP Model”, IEEE tr. Electron Devices, vol. 56, no. 2, Feb. 2009, pp. 243-251 

[14] P. Bendix, P. Rakers, P. Wagh, L. Lemaitre, W. grabinski, C.C. McAndrew, X. Gu and 

G. Gildenblat, “RF Distortion Analysis with Compact MOSFET Models”, IEEE Custom 

Integrated Circuits Conference, pp. 9-12 � 2004 

[15] C.C. McAndrew, “Validation of MOSFET model Source-Drain Symmetry”, IEEE tr. 

Electron Devices, vol. 53, no. 9, Sept. 2009, pp. 2202-2206 

[16] J. Borremans, L.D.Locht, P.Wambacq and Y.Rolain, “Nonlinearity Analysis of Ana-

log/RF Circuits using Combined Multisine and Volterra Analysis,” IEEE DATE, France, 

April 16-20, 2007. 

[17] P. Li and L. T.Pileggi, “Efficient per-nonlinearity distortion analysis for analog and RF 

circuits,” IEEE Trans. CAD Des. Integr. Circuits Syst., vol. 22, pp. 1297-1309, 2003. 

[18] [Online]. Available: http://www.nxp.com/models/mos_models/psp/ 

[19] J. Borremans, P. Wambacq, C. Soens, Y. Rolain and M. Kuijk, “Low-area active-

feedback low-noise amplifier design in scaled digital CMOS,” IEEE J. Solid-State Cir-

cuits, vol. 43, no.11, pp. 2422–2433, Oct. 2008. 

[20] B. Perumana, J. C. Zhan, S. S. Taylor, B. R. Carlton and J. Laskar, “Resistive-feedback 

CMOS low-noise amplifiers for multiband applications,” IEEE Trans. Microwave Theo-

ry and Techniques, vol. 56, no.5,  pp. 1218–1225, May 2008. 

[21] J. Yoon, H. Kim, C. Park, J. Yang, H. Song, S. Lee and B. Kim, “A new RF CMOS 

Gilbert mixer with improved noise figure and linearity,” IEEE Trans. Microwave Theory 

and Techniques, vol. 56, no.3, pp. 626–631, Mar. 2008. 

[22] T. Lee, The Design of CMOS Radio-Frequency Integrated Circuits, 2
nd

 ed. New York: 

Cambridge Univ. Press, 2004. 

[23] B. Razavi, Design of Analog CMOS Integrated Circuits, New York: McGraw-Hill 

Companies Inc., 2001. 

[24] N. Kim, V. Aparin, K. Barnett and C.Persico, “A cellular-Band CDMA 0.25-um CMOS 

LNA linearized using active post-distortion,” IEEE J. Solid-State Circuits, vol. 41, No. 7, 

pp. 1530–1534, July 2006. 

[25] S. Ganesan, E. Sanchez-Sinencio and J. Silva-Martinez, “A highly linear low noise 

amplifier,” IEEE Trans. Microwave Theory and Techniques, vol. 54, no.12, pp. 4079–

4085, Dec. 2006. 

[26] H. Zhang, X. Fan and E. Sanchez-Sinencio, “A low-power, linearized, ultra-wideband 

LNA design technique,” IEEE J. Solid-State Circuits, vol. 44, No. 2, pp. 320–330, Feb. 

2009. 



 

 

40 

[27] T. Kim and B. Kim, “Linearization of differential CMOS low noise amplifier using 

cross-coupled post distortion canceller,”   IEEE Radio Frequency Integrated Circuits 

(RFIC) Symposium, pp.83–86, 2008. 

[28] J. Kuo, Z. Tsai, K. Lin and H. Wang, “Design and analysis of novel linearization 

technique of cascode cell in a 60-GHz CMOS demodulator,” IEEE Trans. Microwave 

Theory and Techniques, vol. 59, no.2, pp. 456– 465, Feb. 2011. 

[29] B. Razavi, “Design considerations for future RF circuits”, IEEE Internationl Symposium 

on Circuits and Systems, pp.747–744, 2007. 

[30] X. Fan, H. Zhang and E.Sanchez-Sinencio, “A noise reduction and linearity improve-

ment technique for a differential cascode LNA,” IEEE J. Solid-State Circuits, vol. 43, 

no.3, pp. 588–599, Mar. 2008. 

[31] C. Cui, T. S. Kim, S. K. Kim, J. K. Cho, S. T. Kim and B.S. Kim, “Effects of the 

nonlinearity of the common-gate stage on the linearity of CMOS cascode low noise am-

plifier,” IEEE Radio Frequency Integrated Circuits (RFIC) Symposium, 2011. 

[32] J. Borremans, P. Wambacq, C. Soens, Y. Rolain and M. Kuijk, “Low-area active-

feedback low-noise amplifier design in scaled digital CMOS,” IEEE J. Solid-State Cir-

cuits, vol. 43, no.11, pp. 2422–2433, Nov. 2008. 

[33] C. Tang, C. Wu and S. Liu, “Miniature 3-D inductors in standard CMOS process,” IEEE 

J. Solid-State Circuits, vol. 37, no.4, pp. 471–480, Apr. 2002. 

[34] W. Zhuo, S. H. K. Embabi, J. Pineda de Gyvez, and E. Sanchez-Sinencio, “Using 

capacitive cross-cupling technique in RF low-noise amplifiers and down-conversion 

mixer design,” IEEE Eur. Solid-State Circuits Conf. (ESSCIRC), Sep.2000, pp.116-119. 

[35] W. Zhuo, X. Li, S. Shekhar, S. H. K. Embabi, J. Pineda de Gyvez, D.J.Allstot and E. 

Sanchez-Sinencio, “A capacitor cross-coupled common-gate low noise amplifier,” IEEE 

Trans. Circuits and Syst. II, vol. 52, no. 12, pp. 875–879, Dec. 2005. 

[36] S. Woo, W. Kim, Chang-Ho Lee and K.Lim, “A 3.6mW differential common-gate 

CMOS LNA with positive-negative feedack,” IEEE Int. Solid-State Circuits Conf. 

(ISSCC) Dig. Tech. Papers, Feb. 2009, pp. 218-219. 

[37] J. Kim, S. Hoyos and J. Silva-Martinez, “Wideband common-gate CMOS LNA employ-

ing dual negative feedback with simultaneous noise, gain and bandwidth optimization,” 

IEEE Trans. Microwave Theory and Techniques, vol. 58, no.9,  pp. 2340–2351, Sept. 

2010. 

[38] J. Borremans, G. Mandal, B. Debaillie, V. Giannini and J. Craninckx, “A sub-3dB NF 

voltage-sampling front-end with +18dBm IIP3 and +2dBm blocker compression point,” 

in Proc. IEEE Eur. Solid-State Circuits Conf. (ESSCIRC), Sep.2010, pp.402-405. 

[39] J. Borremans, G. Mandal, V. Giannini, T. Sano, M. Ingels, B. Verbruggen and 

J.Craninckx, “A 40nm CMOS highly linear 0.4-to-6GHz receiver resilient to 0dBm out-

of-band blockers,” IEEE Int. Solid-State Circuits Conf. (ISSCC) Dig. Tech. Papers, Feb. 

2011, pp. 62-63. 

[40] W. Cheng, M. S. Oude Alink, A. J. Annema, J. A. Croon and B. Nauta, “RF circuit 

linearity optimization using a general weak nonlinearity model,” accepted to IEEE 

Trans. Circuits and Systems I, 2012. 



 

41 

 

Chapter 3 Circuit modeling for LNAs 

 

 

 

 

 

 As discussed in chapter 2, the cascode transistor may significantly gener-

ate distortion in modern CMOS. Biasing transistors in the moderate inversion 

region provides one solution with the price of less bandwidth. This chapter 

presents a novel technique that using a negative impedance to enable distor-

tion cancellation between the transconductor and the cascode transistor for 

LNAs with a cascode topology. As a proof of concept, a resistive feedback 

LNA using this IM3 cancellation technique in a standard 0.16μm CMOS 

process shows that for 0.1GHz to 1GHz, improvements of 6.3dB to 10dB for 

IIP3 and 0.2dB to 1dB for gain are achieved without noise degradation. The 

power consumption for the LNA is increased by 2%, and the die area by 

about 700μm
2
. 

3.1 Introduction 

 Much effort has been put in improving the linearity of LNAs. As a 

commonly used technique, an auxiliary path replicating the distortion of the 

This chapter was accepted to IEEE Radio Frequency Integrated Circuits Symposium (RFIC) in 2012 [9]. 
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main path is combined with the main LNA in a subtracting node. The auxilia-

ry path can be transistors biased in weak inversion [1-2], transistors biased in 

saturation region as a nonlinear resistor [3] or current sources that injects IM2 

to suppress IM3 [4]. The limitations of most reported linearization techniques 

mainly are due to: 

• only focusing on transconductance nonlinearity, neglecting non-

linearity related to output conductance [5]. 

• neglecting the distortion generated by the cascode transistor. 

Neglecting output conductance related distortion and neglecting the distortion 

contribution of cascode transistors is valid for older technologies with long-

channel devices and high supply voltage. However, in deep submicron 

CMOS technologies, typically the output resistance of the transconductor 

stage is relatively low: the IM3 distortion contribution from the cascode 

transistor then may become dominant. On top of that, the low supply voltage 

together with high gain operation tends to push the cascode transistor out of 

the deep saturation region. This results in a very significant increase of the 

third-order output conductance nonlinearity term and the cross-modulation�

nonlinearities, which causes the increase of distortion generated by the 

cascode transistor [7]. 

 In this chapter, we present a wideband IM3 cancellation technique that 

takes into account the distortion of the cascode transistor and all the third-

order nonlinearity contributions related to the transconductance and the 

output conductance. A negative impedance is used to enable cancellation 

between the distortion current of the transconductor and the cascode transistor. 

Without loss of generality, we apply this IM3 cancellation technique to a 

resistive feedback wideband LNA. Section 3.2 presents an analysis to explain 

the proposed IM3 cancellation and presents a short discussion on the effect on 

gain and noise. Section 3.3 shows both simulation and measurement results to 

verify the theory. 

3.2 Theory of IM3 Cancellation using Negative Impedance 

 In the resistive feedback LNA shown in Fig. 3.1, M1a/M1b is the 

transconductor stage while the cascode transistor M2a/M2b increases the output  
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impedance and improves the isolation between input and output. The shunt 

feedback resistor Rf is used to match to the source resistance Rs. 

To improve the linearity, we apply a negative impedance (

) between the drain of M1a/M1b as shown in Fig. 3.2. The IM3 distortion 

current of transistor Mx is due to the voltage swings at the transistor terminals, 

where we neglect the effect of the source-bulk signal for simplicity reasons 

only. This results in a 3
rd

 order current , 

for which a short hand notation  will be used in the remainder 

of this chapter. The exact function that describes the transistor nonlinearity is 

 

 
 

 

 
 

 



 

 

44 

not relevant in this chapter. Given the differential circuit topology, we assume 

 and .  

 Using the general weakly nonlinearity model presented in Chapter 2, the 

closed-form solution for LNA’s IM3 is given by 

 
In (3.1), the 3

rd
 order distortion currents  and  are according to the 

previously introduced , which in this circuit expands to:  
 

 

 
It now follows from (3.2-3.3) that for  the polarity of the 

voltage swings for M1a/M1b and M2a/M2b are unchanged, and hence so is the 

phase of the IM3 currents of the transistors. At the same time, (3.1) shows 

that for  the distortion components of the transistors are subtract-

ed. Combining these results yields a region defined by : 
 

 
in which IM3 contributions of M1 and M2 (partially or fully) cancel. Note that 

doing so, the distortion of the transconductor transistors is canceled using the 

distortion contribution of the cascode transistors. 

 The small signal voltage gain can be derived from the model in Fig. 3.2, 

resulting in  

 
Since Yneg increases the overall output impedance of the transconductor 

M1a/M1b, a higher gain is resulted. The noise figure (NF) is calculated by the 

 

 and  

 

 

 

 

 

where   

(3.4) 

(3.1). 

(3.2) 

(3.3) 

(3.5). 
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model shown in Fig. 3.3, where we include the thermal noise current of 

M1a/M1b, M2a/M2b and Yneg ( ) and the thermal noise voltage of  

Rf, Rs and RL. The calculated NF is given by  

 
where the five terms account for the thermal noise from respectively M1a/M1b, 

Rf, RL, M2a/M2b and Yneg. Compared to the situation without an Yneg, when 

the IM3 cancellation condition (3.4) is met, the denominator  is increased 

and the nominator of the second term and the third term are decreased. This 

results in decreases of NF contribution from M1a/M1b, Rf and RL. Since Yneg 

increases the overall output impedance of the transconductor M1a/M1b, less 

noise contribution can come from the cascode transistor M2a/M2b. Therefore, 

it can be concluded that although a Yneg circuit introduces extra noise (last 

term in (3.6)), it also reduces the NF contribution from M1a/M1b, M2a/M2b, Rf 

and RL. As a result, the effect on NF by a Yneg circuit can be small. 

 

 

 

where  

 
 

 

(3.6), 
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3.3 LNA design and experimental results 

 To prove this IM3 cancellation concept, the LNA in Fig. 3.4 is imple-

mented in a standard 0.16μm CMOS process. The negative impedance is 

implemented by the cross-coupled pair M4a/M4b with source degeneration 

provided by capacitor Cs (1.6pF) and current source M5a/M5b [8]. The capaci-

tor Cf (1.57pF) and Rf (370Ω) provide the shunt feedback. The Yneg circuit 

provides an almost-constant negative resistance and a frequency dependent 

negative capacitance (decreasing with frequency).  

 We designed the Yneg circuit for full IM3 cancellation at 1GHz. A buffer 

and a resistive attenuator are put in parallel on-chip after the LNA for 

noise/gain and IIP3 measurement. The IIP3 is extrapolated from -30dBm to -

20dBm. The chip microphotograph is shown in Fig. 3.4b. The LNA occupies 

0.00295mm
2
 active area, of which 25% is taken by the Yneg circuit. Packaged 

chips were measured on PCB boards. Two off-chip baluns were used at the 

input and output of the chip for single-ended-to-differential conversion. By 

switching on/off of the Yneg circuit, we measure the effect of Yneg on LNA 
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performance. The measured and simulated S11, NF and voltage gain is shown 

in Fig. 3.5. 

     For 0.1GHz to 1GHz, the Yneg circuit introduces no degradation on NF, 

while improves S11 by 1-3dB and improves gain by 0.2-1dB. Below 0.3GHz 

S11 becomes >-10dB because the impedance of Cf starts to block the shunt 

feedback. This can be improved by using a larger Cf. Note that this LNA is 
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not optimized for very low NF as we only focus on demonstrating the IM3 

cancellation technique.  

      To verify the robustness against process spread, the bias current of Yneg 

(IYneg) is swept within 100% variation of the optimal value. Fig. 3.6a shows 

the IIP3 improvement with respect to the circuit without Yneg as a function of 

IYneg normalized to the optimum IYneg,opt; this parameter is denoted as NIyneg. 

In the optimum setting hence NIyneg=100%. Fig. 3.6a shows that for wide bias 

variation (NIyneg=-30% to NIyneg=+100%), +6dB IIP3 improvement is 

achieved at 1GHz. The power overhead of this technique is depicted in Fig. 

3.6b.  

 Fig. 3.7a shows the frequency dependence of the IM3 cancellation 

technique, for NIyneg=100%, on both IIP3 and on P1dB. The measurements and 

simulation results in Fig. 3.7 show a weak frequency dependence in the IIP3 

improvement and hence quite good robustness. Fig. 3.8 shows the measured 

HD1 and IM3 output at the optimal bias value of Yneg (NIYneg=100%). The 
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IM3 curve starts to show 5
th

 order behavior for Pin>-18dBm due to the 

transistors’ higher-order nonlinearities that kick in at high input magnitudes. 

Fig. 3.9 presents IIP3 simulations results and IIP3 measurements as a func-
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tion of the two-tone spacing, showing that the IM3 cancellation technique is 

not sensitive to two-tone spacing. 

 To estimate the overall effect of process spread and mismatch on this IM3 

cancellation, a 200-time Monte-Carlo simulation is performed for an RF  

signal at 1GHz. Fig. 3.10a shows that the mean IIP3 is 9.2dBm at the optimal 

bias value of Yneg (NIYneg=100%) (the nominal value is 9.6dBm), which is 

9dB higher than the LNA without Yneg. This shows good robustness of this 

IM3 cancellation technique. The measurement results of ten LNA samples 

shows +6.2dB IIP3 improvement at 1GHz as shown in Fig.3.10b. The simula-

tion results in Fig. 3.11 show that the LNA with the Yneg circuit provides a 

constant IIP3 from -40
o
C to 40

o
C and starts to decreases as the temperature 

higher than 40
o
C. 

3.4 Conclusion 

 This chapter presents a wideband IM3 cancellation technique using a 

negative impedance, applied to a wide band cascode LNA. Using a suitable 

negative impedance, the distortion current generated by the cascode transistor 

cancels the distortion from the transconductor. The negative impedance also 

increases gain while its effect on NF can be minimal. For a resistive feedback 

LNA fabricated in a standard 0.16μm CMOS process, for 0.1GHz to 1GHz 

this IM3 cancellation technique improves IIP3 by 6.3dB to 10dB, gain by 0.2 

to 1dB and P1dB by +3dB while NF is not degraded, at a low area and power 

penalty. Robustness of this cancellation technique is demonstrated both in 

simulation and in measurements. 
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Chapter 4  

 

 

 Based on the general distortion model presented in chapter 2, a novel 

technique that improves the linearity for both CMOS - and T-attenuators 

without using large devices is presented in this chapter. With proper transistor 

width ratios, the dominant distortion currents of transistor switches cancel 

each other. As a result, a high IIP3 robust to PVT variations can be achieved 

when using relative small transistors. The prototype Π-attenuator system with 

four discrete attenuation settings provides +26dBm IIP3 and +3dB P1dB for 

50MHz to 5GHz while only using 0.0054mm
2 

active area in a 0.16μm 

standard bulk CMOS process. The prototype T-attenuator system with four 

discrete attenuation settings provides >+27dBm IIP3 and >13dB P1dB for 

50MHz to 5.6GHz while only using 0.0067mm
2 

active area in a 0.16μm 

standard bulk CMOS process. 

 

 

This chapter has been submitted to IEEE Journal of Solid-State Circuits in 2012. 
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4.1 Introduction 

 In the receiver path and in spectrum analyzers [1] typically gain control 

blocks are used to limit the incident power to a level that the receiver circuitry 

can handle without degrading the linearity; in the transmitter path stringent 

power control is also desirable in a pre-distortion or correction loop before a 

power amplifier [2]. Traditionally, variable-gain amplifiers (VGAs) imple-

ment the gain control block, while attenuators based on FET transistors show 

superior performances for linearity, power handling capability and power 

consumption [2-5] when only signal attenuation is required.   

 The Π-attenuator and T-attenuator shown in Fig. 4.1 are widely-used 

gain-control elements [4-6], using three transistors as voltage-controlled 

resistors. By changing the gate voltages of transistors between VSS to VDD, 

continuously-controlled signal attenuation level (linear-in-dB controllability) 

and input/output matching are achieved [4]. In these attenuators, mainly the 

voltage swings across the transistor in combination with the transis-

tors’nonlinarities generate distortion and limit the linearity of attenuators [6].  

 Much efforthas been devoted to improving the linearity and power 

handling capability of continuously-tuning attenuators [2-4] and discrete-step 

attenuators [5]. Adaptive bootstrapped body biasing [2] is used in a cascaded 

Π-attenuator to suppress the body-related parasitic effects and to improve 
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P1dB (1dB compression point). The stacked-FET technique used in [3] distrib-

utes the signal swing among many FETs in series to reduce the drain-source 

voltage swing for each FET and hence reduce the IM3 distortion. However, 

the large transistors required by this technique bring in large parasitic capaci-

tances, which lower the bandwidth and increase the minimum insertion loss 

(IL) at high frequencies. Moreover, the capacitive nonlinearities introduced 

by large parasitic capacitances will limit the highest achievable IIP3. There-

fore, this technique is mainly effective in SOI CMOS [3]. A two-stage 

cascaded T-attenuator (in [6], T-attenuators are shown to be more linear than 

Π-attenuators) is used to improve the linearity especially at higher attenuation 

settings, resulting in an IIP3 of +20dBm at mid-attenuation [4]. 

 To reduce the distortion generated by the transistors’ output resistance 

nonlinearity, transistors can be used as switches rather than voltage-controlled 

resistors, with passive resistors (which are usually more linear) providing the 

signal attenuation. Such a system implies discrete-step attenuation settings 

instead of linear-in-dB controllability. Moreover, large transistors are usually 

desirable to reduce switch-on resistance and minimize distortion generated by 

the switches. This results in less bandwidth and larger active area. In [5] a Π-

attenuator with parallel branches is designed for discrete attenuation steps 

achieves +23dBm IIP3 in the TV band 

 In [7] we presented a wideband IM3 cancellation technique for discrete-

step -attenuators in bulk CMOS that alleviates the tradeoff between IIP3 

and size (and thus bandwidth). This technique relies on canceling the distor-

tion currents of series and shunt transistor switches, enabling highly linear 

attenuators without large transistor switches. In [8] similar IM3 cancellation 

was shown in a voltage divider (simulations only). In this paper, we elaborate 

on the wideband IM3 cancellation technique and show that it can be applied 

to both -attenuators and T-attenuators. In section 4.2, the analysis of the 

proposed IM3 cancellation technique is given for both the Π-attenuators and 

for the T-attenuators. Section 4.3 discusses the effect of parasitic, nonlinear 

capacitance and PVT variations on this IM3 cancellation technique. Section 

4.4 shows simulation and measurement results. The conclusions are summa-

rized in section 4.5. 
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4.2 Attenuator distortion analysis 

For the Π-attenuator with continuous attenuation settings, shown in Fig. 

4.1a, the attenuation is achieved mainly by increasing the resistance of the 

series device M1. Simultaneously, the control voltage of the shunt devices 

M2/M3 adjusts the channel resistance for input/output matching. Similarly, for 

the T-attenuator with continuous attenuation settings, shown in Fig. 4.1b, the 

attenuation is achieved mainly by decreasing the resistance of the shunt 

device M3 while series devices M1/M2 together M3 provides input/output 

matching. For the Π-attenuator at high attenuation settings, the channel 

resistance of M1 is large so that a large part of input signal drops across M1. 

As a result, the nonlinear channel resistance of M1 generates relatively high 

level of distortion. In T attenuator, the channel resistance of M3 is set small to 

short the signal to ground, resulting less distortion by M3. Consequently, T-

attenuators in general are more linear than the Π-attenuators, especially at 

higher attenuation values [6]. Nevertheless, for discrete-step attenuators, in 

this section we show that by properly sizing the switches the linearity of Π-

attenuator and T-attenuator can be improved to a similar level. 

4.2.1 ΠΠΠΠ-Attenuator 

 For the Π-attenuator shown in Fig. 4.2, the input power source is modeled 

as a voltage source  (  is the magnititude of ) with source 

impedance . Assuming perfect input matching provided by the attenuator, 

the input voltage for the attenuator is  and the gain (attenuation is ) is 

defined by . Large resistors in series with gate and bulk of M1 

force the gate and bulk voltages to follow the source/drain voltage: with 

sufficiently large resistors these voltages are purely AC-coupled [5], resulting 

in /2. These bootstrapping resistors extend the bandwidth 

of the attenuator, and minimize the distortion caused by all nonlinearities 

related to  and [5]. For M2 and M3, these bootstrapping resistors are 

not used since they have negligible impact on all relevant performance 

parameters (e.g. linearity and bandwidth), as indicated in simulations. All 

transistors are using minimum length for maximum bandwidth.  
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 As a first-order approximation, we assume the distortion current between 

the drain and source of transistors are dominant (direction defined from drain 

to source) [6]. Applying the general nonlinearity model given in [8] to the Π-

attenuator shown in Fig. 4.2 and only including the third-order nonlinearity, it 

can be derived that (see Appendix I for the derivation):   

 

where  is the transistor nonlinear admittance between drain and source 

[9], defined as  

with   and  

 

The  is the small-signal switch-on resistance;  is the third-

order output conductance nonlinearity,  is the third-order 

transconductance nonlinearity, and  and  are the cross-modulation 

 

 
 

 

 

(4.1) 
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nonlinearities; , ,  and  are their capacitive counterparts. As 

the switched-on transistors stay in the deep triode region, the third-order 

output admittance nonlinearity is dominant [8]. This allows for simplification 

of (4.1) into: 

 
To a first-order approximation, , the third-order output conductance 

nonlinearity  and output capacitiance nonlinearity  are proportional 

to  (for a given process and a fixed channel length). Therefore, we define 

,  and  which yields: 

 
Equation (4.3) indicates that for a certain attenuation value 0<A<1, the 

distortion current (both resistive and capacitive) of switch M1 can cancel the 

distortion from switch M2 and M3 for specific width ratio between M1, M2 and 

M3. This is illustrated in Fig. 4.2, where the distortion current of M1 flows 

into the load Rload and the distortion currents of M2 and M3 flow outwards 

from Rload.  

 For our 0.16μm CMOS process   is dominant over for frequen-

cies up to about 10GHz.  This allows for simplification of (4.3) into 

 

 

 

Solving for , the optimum switch width f is: 

                                                                              (4.5) 

 

(4.2) 

(4.3) 

(4.4)  
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Note that, the simplification from (4.3) to (4.4) doesn’t affect the result of 

optimal width in (4.5). As can be observed from (4.4), the IM3-distortion 

decreases for larger transistors, since less voltage drops across transistors, as 

is well known, but this comes at the cost of bandwidth. Nevertheless, (4.4) 

indicates that the cancellation also works for attenuators with small transistors. 

This breaks the tradeoff between linearity and bandwidth. Since the IM3 

cancellation requires different width ratios for different attenuation settings, it 

mandates the use of a discrete step attenuator. 

Fig. 4.3 shows simulation results for two Π-attenuators (A=-6dB and A=-

18dB) by sweeping WM1 for fixed WM2=20μm and WM3=40μm, which are 

rather small values. To keep 50Ω impedance matching and the desired 

attenuation, R1, R2 and R3 are set accordingly (thus R1 is swept along with 

WM1). 
1
 The center frequency fRF is 1GHz with tones at fRF+1.6MHz (so 

3.2MHz spacing) and the IIP3 is extrapolated for input power from -15dBm 

to -5dBm. The simulation results agree very well with the simple model of 

(4.4), which is plotted in Fig. 4.3. The close-to-infinite IIP3 at the optimum 

                                                 

 
1 All simulations are performed in Spectre, using the PSP compact MOSFET model [9] fitted to our 0.16μm 

CMOS process. The PSP model is known to correctly fit derivatives up to the third order [10-11] and to satisfy the 

so-called Gummel symmetry test  [12-13], which is essential for accurate simulation of distortion in the attenuator 
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width in calculation is due to neglecting other nonlinearities than  in (4.4). 

Nevertheless, the optimum width is well predicted. For small WM1, M1 is 

dominant for the IM3 output. As WM1 increases, its distortion decreases and 

hence IIP3 increases until its maximum at full IM3 cancellation. For even 

larger WM1, the IIP3 is dominated by M2 and M3 yielding a saturated sub-

optimum value because WM2 and WM3 are fixed. The IIP3 peaking area for 

A=-6dB is less sensitive to width variations than for A=-18dB since larger 

WM1 is used for A=-18dB. As suggested by (4.4), the IM3 cancellation is 

robust against process spread since it only relies on the ratio of transistor 

widths and predetermined gain settings, assuming that the spread of passive 

resistors in the attenuators is small. As the switches operate in very deep 

triode with gate connected to VDD, the threshold voltage mismatches hardly 

play a role. The effect of devices mismatches at IIP3 peaking region can be 

minimized by using wide switches. 

4.2.2 T-Attenuator 

 For the T-attenuator shown in Fig. 4.4, a similar analysis can be per-

formed, yielding (see Appendix II for the derivation)  

Ω

Ω
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Since for our 0.16μm CMOS process the third-order output conductance 

nonlinearity  contributes dominantly to the attenuator output distortion 

for fRF<10GHz, equation (4.6) can be simplified to 

                                 (4.7) 

As illustrated in Fig. 4.4, the distortion currents of M1/M2 flow into the load 

Rload while the distortion current of M3 flow outwards of Rload. The optimum 

switch width for full IM3 cancellation is 

                                                                           (4.8) 

A similar simulation as for the T-attenuator is performed, and the results 

are shown in Fig. 4.5. Here we swept WM3 for two attenuation values (A=-

6dB and A=-18dB) with WM1=40μm and WM2=40μm, and the resistors again 

set to achieve a 50Ω impedance matching and the targeted attenuation. The 

optimum width is predicted with good accuracy by (4.8) (for A=-6dB, 
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calculated WM3,opt =19μm is equal to the simulated optimum; for A=-18dB, 

calculated WM3,opt =66μm and simulated WM3,opt =69μm). 

4.3 Limiting factors for IM3 cancellation 

4.3.1 Effect of parasitic capacitance 

In the previous analysis, it was assumed that the distortion currents of the 

transistors are in phase or out-of-phase, and hence they have either 0
o
 or 180

o
 

phase shift with respect to each other. At low frequencies this assumption is 

valid; at higher frequencies the parasitic capacitances, however, violate this 

assumption, leading to degraded distortion cancellation. This is illustrated in 

Fig. 4.6 where the simulated IIP3 of the optimized A=-6dB attenuator of 

sections 4.2.1 and section 4.2.2 is shown as a function of frequency. Clearly 

the IIP3 degrades as the frequency increases. The lower IIP3 for the  

T-attenuator, at low frequency is because the AC-bootstrapping for the series 

devices becomes less effective. 
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4.3.2 Effect of nonlinear capacitance  

 Since the proposed IM3 cancellation requires specific switch ratios for 

each specific attenuation setting, we use the discrete-step attenuator network 

system shown in Fig. 4.7a and Fig. 4.7b. Each attenuator branch is optimized 

for IM3 cancellation at a specific attenuation value. During operation only 

one branch is enabled. The nonlinear parasitic capacitances of off-state 

transistor switches now usually set an upper boundary for the maximum IIP3 

that can be achieved by the enabled attenuator branch. As high linearity is 

desirable for high attenuation settings, to demonstrate the effect of nonlinear 

capacitances, we simulate the -24dB attenuator branch in Fig. 4.7a and Fig. 

4.7b as a function of fRF, with and without the other branches connected to the 

system. When all other attenuator branches (disabled) are connected to the -

24dB branch at the input/output port, the simulated IIP3 includes the effect of 

the nonlinear capacitances in off-state switches. When all other attenuator 

branches (disabled) are disconnected from the -24dB branch at the in-

put/output port, no effect of the nonlinear capacitances in off-state switches 

is included in the simulated IIP3. As shown in Fig. 4.8, the nonlinear capaci-

tances of the off-state switches in the disabled attenuator branches reduce the 

IIP3 of the enabled attenuator, especially for high frequency. For the Π-

 
 

Π

 

 

Π



 

65 

 

attenuator network, at fRF <0.3GHz, the nonlinear capacitances also degrades 

the IIP3 since the bootstrapping is less effective.  

4.3.3 Effect of Process, Voltage and Temperature Variations 

 As indicated by (4.5) and (4.6), the proposed IM3 cancellation technique 

relies on transistor width ratios, which makes it inherently robust against PVT 

variations to some extent. For a -12dB Π-attenuator in Fig. 7a (M1d, M2d, M3d) 

and the -6dB T-attenuator in Fig. 7b (M1d, M2d, M3d), we ran 200-time Monte-

Carlo simulations using realistic production variations at different tempera-

tures and different VDD to check the effect of PVT variations. Fig. 4.9 shows 

the maximum and minimum IIP3 at 1GHz as a function of temperature for 

VDD=1.8V (full supply) and VDD=1.5V. It shows, for a wide temperature 

range [-50
o
C to 100

o
C], both the Π-attenuator and T-attenuator always 

achieves >30dBm IIP3, even when the supply voltage drops to 1.5V. 

Overall, the proposed IM3 cancellation is relatively robust against PVT 

variations. Wide transistor switches reduces the sensitivity of full IM3 

cancellation over mismatches, but limits bandwidth and introduce two factors 

that limit maximum achievable IIP3: capacitance nonlinearity and phase shift 

due the parasitic capacitances. As a result, careful optimization is necessary 

for the trade-off between using wide transistors for lower mismatches  
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sensitivity and small transistor widths for broader bandwidth and less off-

state nonlinear capacitances.  

4.4 Design 

 To verify the concept of IM3 cancellation, the Π-attenuator network and a 

T-attenuator network of Fig. 4.7 are implemented in a standard 0.16μm 

CMOS process. Both attenuators networks contain two blocks for two 

different measurement purposes: 1) an attenuator block (A =-12dB for the Π- 

attenuator, A =-6dB for the T-attenuator, encircled in Fig. 4.7) for demon-

strating the validity of (4.5) and (4.8) and 2) a four-step attenuator system 

with 6dB, 12dB, 18dB and 24dB attenuation. 

 In the 12dB attenuation block of the Π-attenuator, each of the four 

branches is designed for 12dB attenuation, but has different width for M1 to 

obtain maximum or only partial IM3 cancellation. Therefore, this mimics a 

Π-attenuator with selectable WM1 for fixed WM2 (20μm) and WM3 (23μm). 

 The four-step Π-attenuator system contains the upper three attenuator 

branches in Fig. 4.7a (all optimized) and the attenuator branch in the -12 dB 

block that is optimized for IM3 cancellation (WM1 = 20μm). During operation, 

only one branch is enabled. For isolation and bootstrapping purposes, the gate 

and bulk of M1 are connected to the controlling voltage via 40k resistors; the 

gates and bulks of the shunt devices are connected directly to the controlling 

voltages to save area. For minimum signal attenuation, the transistors M1a, 

M1b, M1c, M1d are enabled, and the shunt transistors are disabled, yielding an 

additional -1.8 dB setting that sets the minimum IL of this system. Poly 

resistors are used for the series and shunt resistance in the attenuator because 

of their high linearity (IIP3 around +50dBm according to simulations). 

 The T-attenuator is designed in a similar way, with the minimum attenua-

tion equal to -1.2dB. A digital decoder provides the controlling voltage (VDD = 

1.8V for enabling and VSS = 0V for disabling), and is shared by the attenua-

tors. Simulated nominal IIP2 for the Π-attenuator (T-attenuator) is +55dBm 

(+45dBm) for all settings at fRF = 2.5 GHz with a two-tone spacing up to 1 

GHz, and can be improved by increasing the switch size. 
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 The chip micrograph is shown in Fig. 4.10. The active areas of the digital 

decoder (not optimized), the Π-attenuator system and the T-attenuator system 

are 60x65μm
2
, 50x30μm

2
 and 54x53μm

2 
respectively. 

4.5 Measurement 

 The measurements were performed by on-wafer probing. The P1dB is 

extrapolated from -20dBm, and IIP3 from -15dBm with 3.2MHz two-tone 

spacing. In all simulations the estimated bondpad capacitances are included at 

the input/output of the attenuator system. Using the -12 dB setting of the Π-

attenuator (-6 dB for the T-attenuator), WM1 (WM3) is varied, and the corre-

spondence between (4.5) ((4.8)), simulations and measurements at 1 GHz is 

verified in Fig. 4.11. The IIP3-peaking is clearly visible in the measurements, 

and occurs at the width predicted by our model and simulations. The small 

difference between measured and simulated IIP3 may be due to limited 

accuracy of transistor modeling and bondpad parasitics. For the optimum WM1 
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(WM3 ), the achievable maximum IIP3 is limited by the nonlinear capacitances 

of the off-state switches. 

 IIP3 as a function of fRF is shown in Fig. 4.12. The measurement points 

match relatively well with the simulations including the nonlinear capacitors 

(note the slightly different scale of the measurement and simulation y-axes). 

 Fig. 4.13a shows the IIP3 curves for the different WM1 (WM3) at 1GHz. It 

shows that the IM3 improvement becomes less effective for input powers 

above approximately -8dBm due to the higher-order nonlinearities. Neverthe-

less, the IM3-products at the optimum width remain the lowest up to even 

higher input powers. 
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 Proceeding to the optimized four-step attenuator systems, the measured 

and simulated S11 and S21 (50 reference) for the different settings of the  

Π-attenuator (T-attenuator) are shown in Fig. 4.14. Due to a mistake in the 

decoder design, the minimum attenuation setting of -1.8dB (-1.2dB) cannot 

be enabled, so we only show their simulated values. Due to unaccounted 

parasitics, the measured S21 deviates > 1.6dB for fRF >5GHz (fRF >5.6GHz) for 

the -24dB setting. The T-attenuator requires wider shunt devices for the high 

attenuation settings, and thus wider series devices for IM3 cancellation. This 

results in less bandwidth (S11 <-10dB) and more area compared to the Π-

attenuator system. The measured summation of NF and IL (NF + IL = NF- S21) 

is below 0.5dB for all settings, which shows that negligible excess noise is 

introduced by the attenuator. 
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 The measured IIP3 curves as a function of input power at fRF =1GHz are 

shown in Fig. 4.15. The IIP3 for the Π-attenuator (T-attenuator) are respec-

tively 31dBm (40dBm), 33dBm (34dBm), 38dBm (30dBm) and 36dBm 

(35dBm) for attenuation settings -6dB, -12dB, -18dB and -24dB. Again, for 

high input powers higher order nonlinearities kick in. 

 Fig. 4.16 summarizes the measured IIP3 for various input frequency fRF. 

Due to bandwidth limitations of our measurement setup, IIP3 cannot be 

measured below fRF = 50MHz. For both attenuators, IIP3 is above 30dBm in 

the TV bands (0.05–1GHz). The T-attenuator obtains an IIP3 >+25dBm for 
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Fig. 4.17 Measured IIP3 of ten samples at 1GHz for (a) Π-attenuator system (b) T-

attenuator. 
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the whole range 0.05–10GHz, while the Π-attenuator obtains an 

IIP3>+26dBm for 0.05–5GHz and IIP3>+24dBm for 0.05–10GHz. At higher 

fRF, extra phase shifts caused by the parasitic capacitances degrades the IM3 

cancellation. 

 The measured IIP3 of ten dies in one wafer for fRF =1GHz shows <1.5dB 

IIP3 variation, as shown in Fig. 4.17. The results of a 200-run Monte Carlo 

simulation for mismatches and process spread is shown in Fig. 4.18. The 

difference between mean IIP3 and minimum IIP3 is <6dB and IIP3 

is >32dBm for all samples, which shows the robustness of this IM3 cancella-

tion technique. 

 At fRF =2.5GHz, measured curves for a two-tone spacing of 100kHz and 

30MHz showed negligible difference compared to the 3.2MHz spacing, 

which is confirmed by simulations for a spacing from 100 kHz to 1 GHz at 

the same fRF. 

 The Π-attenuator obtains P1dB>+3dBm for 0.05–10GHz, see Fig. 4.19. 

For attenuation branches A= 18dB and A= 24dB, M1 is quite small and 
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takes a large voltage swing, causing P1dB<10dBm for fRF <1GHz. Using wider 

M1 in these settings can increase P1dB. The T-attenuator has a higher P1dB of 

11dBm, because the two devices in series divide the voltage between vin and 

vout, and, moreover, each devices is wider, thus takes less voltage swing and 

generates less distortion. At lower frequencies the AC-bootstrapping becomes 

less effective, increasing vgs of the series transistors, thus generating more 

distortion and decreasing P1dB. Increasing the gate series resistor can alleviate 

this problem, but making it too large may increase the noise. 

4.6 Benchmarking 

 In Table I we compare the two optimized designs with state of-the-art 

attenuators. Both the Π- and T-attenuator system using the proposed IM3 

cancellation technique achieve very high linearity and high bandwidth for a 

very low active area in standard bulk CMOS. By using the proposed IM3 

cancellation technique, the linearity of the Π-attenuator can be improved to 

the same level of the T-attenuator for similar transistor sizes. 

4.7 Conclusion 

 A wideband IM3 cancellation technique is introduced for CMOS Π-

attenuators and T-attenuators. For specific transistor width ratios, the domi-

nant distortion currents cancel at the load, which results in a high IIP3, even 
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for relatively small transistors. Simple equations for transistor width dimen-

sioning were introduced, and it was proved that they have good accuracy. 

This technique alleviates the trade-off between bandwidth and area on the one 

hand and high linearity on the other hand, without introducing extra devices, 

and thus enables highly linear wideband CMOS attenuators with small active 

area. A four-step Π-attenuator system designed in 0.16 μm CMOS using this 

IM3 cancellation achieves >30dBm IIP3 for the TV bands (0.05–1GHz), > 

26dBm IIP3 for 0.05–5GHz and >3dBm P1dB 0.05–10GHz, while only 

occupying 0.0054mm
2

 of active area. A four-step T-attenuator system design 

achieves similar performance. Both measurement and simulation results show 

good robustness of this IM3 cancellation technique. 
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4.8 Appendix 

 Applying the general nonlinearity model given in [8] to both Π-attenuator 

and T-attenuator shown in Fig. 4.2 and Fig.4.4 and only including the third-

order nonlinearity yields  

, where  and  with 
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(A4.1) 
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. For the Π-attenuator, H and  are calculated using the 

model shown in Fig. A1; For the T-attenuator, H and  are calculated 

usingthe model shown in Fig. A2.   

 For the Π attenuator, let , 

, . For input matching to , we have 

 and . As a result, the H and  fucntions 

convert to 

 
  and (A1) converts to (4.1). 

 For the T-attenuator let ,  and 

, for the input matching to , we have  and 

. As a result, the H and  fucntions can be found as 
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Then (A1) converts to (4.6). 
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Chapter 5  

 

 

 
 As active mixers face the problem of flicker noise and distortion more 

than passive mixers do, this chapter presents a model of active mixers for fast 

and accurate estimation of noise and nonlinearity. Based on closed-form 

expressions, this model estimates NF, IIP3 and IIP2 of the time-varying 

mixer by a limited number of time-invariant circuit calculations. The model 

shows that the decreasing transistor output resistance together with the low 

supply voltage in deep submicron technologies contributes significantly to 

flicker-noise leakage. Design insights for low flicker noise are then presented. 

The model also shows that the slope of the LO signal has significant effect on 

IIP2 while little effect on IIP3. A new IP2 calibration technique using slope 

tuning is presented.  

5.1 Introduction 

The active mixer is a critical building block in the RF front-end. With 

higher conversion gain the active mixer provides a better noise suppression of  

 

This chapter is published in IEEE Transaction on Circuits and Systems I, vol. 58, pp. 276-289, Feb. 2011. 
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the subsequent stages than passive mixers. Unfortunately, the CMOS active 

mixer suffers more from flicker noise and nonlinearity than the passive mixer, 

which degrades the overall noise and linearity performance in zero-IF and 

low-IF receivers [1]-[5]. For circuit design insights as well as for design 

automation and synthesis of the RF circuits where typically iterative dimen-

sioning loops are involved [6], a model that enables fast and accurate 

estimation of noise and nonlinearity is desirable. A number of papers present 

noise and nonlinearity analyses for the Gilbert mixer to provide design 

guidelines [7]-[13] or build high-level model during architectural design of 

RF front-ends [14]. However, for noise analyses, the transistor output re-

sistance is typically neglected [7]–[9] or oversimplified [10]. For IIP3 

calculations, [11], [13], and [14] focus on numerical calculations, while [12] 

neglects the periodic property of the transistor nonlinearity for IIP2. In [11]–

[13], for both IIP2 and IIP3 analyses, transistor nonlinearities other than the 

transconductance nonlinearity are neglected. In [11], [13], and [14], the effect 

of the LO slope is not considered. 

In this chapter, a time-varying small-signal and weakly nonlinear analysis 

is used, including both the output resistance and capacitances. It is shown that 

the output resistance effects may significantly contribute to the flicker-noise 

leakage and hence may make the flicker noise cancellation technique of 

tuning out the capacitance less effective [15], [16]. The effect of the finite LO 

slope on IIP3 can be neglected, while neglecting the LO rise/fall time can 

underestimate IIP2. Aiming for the circuit design guidelines as well as 

constructing an estimation model for the automatic synthesis of the active 

mixers, we introduce a closed-form model that properly models the output 

noise and nonlinearity of the active mixers. These closed-form expressions 

use linear interpolation between a limited number of time-invariant circuit 

calculations in one LO period. The noise model derived in this chapter 

requires data from only two ac calculations. The IIP3 model in this chapter 

requires one time-invariant nonlinearity calculation, while the IIP2 model 

requires data from a few time-invariant nonlinearity calculations. Since the 

time-varying mixer performance is estimated by time-invariant noise and 

nonlinearity calculations, this model involves no complex numerical analyses, 
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and it can be easily utilized by circuit designers and fast mixer design auto-

mation algorithms. 

 Section 5.2 introduces the fundamentals of the active mixers in deep-

submicrometer technologies. Section 5.3 presents the time-varying small-

signal analysis for the noise model. The impact of the transistor output 

resistance is investigated, and the design insights for flicker-noise leakage 

reduction are presented. Section 5.4 uses the time-varying weakly nonlinear 

analysis to derive the closed-form expressions for IIP3 and IIP2. The impact 

of the LO slope is analyzed for both IIP3 and IIP2, and a new IIP2 calibration 

technique is proposed. Section 5.5 presents the benchmarking of the accuracy 

for our model for the mixer operating in different bias conditions and at 

different frequencies. The conclusion is drawn in Section 5.6.   

5.2 Active mixer in deep-submicrometer technologies 

 A mixer is a periodically time-varying circuit whose periodic steady state 

is modulated by the periodic LO signal. At any instantaneous time, the (quasi-) 

dc bias for the mixer is fixed, and therefore, the circuit can be linearized 

around this (quasi-)dc operating point. As a result, for noise analysis, the 

transistors within the mixer can be described by periodic small-signal pa-

rameters such as periodic transconductances, output resistances, and 

capacitances. For nonlinearity analyses, the transistors can be modeled by 

periodic weakly nonlinearities such as periodic nonlinear transconductances, 

output resistances, and capacitances. Note that this assumes that the transient 

effects are small, which is a valid simplification for mixers that operate in the 

low gigahertz region in modern CMOS processes. As a result of the periodic 

behavior, the transfer functions from the input port to the output port of the 

mixer can be described by periodic small-signal and weakly nonlinear proper-

ties of transistors and by time-invariant properties of passives in the circuit 

[17]. In the analyses in this chapter, a time-varying small-signal analysis is 

applied to derive a noise model, while a time-varying weakly nonlinear 

analysis is applied to derive a nonlinearity model. For simplicity reasons, the 

single-balanced Gilbert mixer shown in Fig. 5.1(a) is used for the analyses of 
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noise and nonlinearity. We assume that the LO signal at the gate of the 

switching pair can be properly modeled by a trapezoid shown in Fig. 5.1(b). 

 In deep-submicrometer technologies two additional issues are considered 

in this chapter compared to previous work [7]-[13]: 

• In deep-submicrometer CMOS, the output resistance of short tran-

sistors is relatively low so that the flicker noise contribution due to 

the output resistance can be as significant as that from the output 

capacitance. In this chapter, therefore the influence of the output 

resistance of M3 on flicker-noise leakage is taken into account. 

• At t=0 the gate bias of M1 equals the common-mode voltage of the 

LO (Vc). Due to the low supply voltage in the submicrometer 

technologies, Vc can be so low that M3 is in the triode region. 

Since the drain current of M3 is small, the voltage drop across the 

load is small, and M1 is generally in saturation. As the LO+ in-

creases, M3 gradually enters saturation region.  During (0, 0.5TLO) 

M1 stays in the saturation region and M3 toggles between the triode 

region and the saturation region. Similarly during (0.5TLO, TLO) 

M2 stays in the saturation region, and M3 toggles between the tri-

ode region and the saturation region. In the triode region the 
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output conductance nonlinearity and cross-modulation nonlinearity 

e.g.  become significant, therefore 

the analyses in this chapter take into account the transconductance 

nonlinearity as well as the output conductance nonlinearity and 

cross-modulation nonlinearity for IIP2 and IIP3 modeling. 

5.3 Time-varying small-signal noise analysis 

5.3.1 Noise model for active mixers 

 The flicker-noise output of the Gilbert mixer is dominantly contributed by 

the switch pair M1/M2, while transistor M3 is causing thermal-noise folding 

[7]-[10]. The mixer output noise can be approximated by a stationary process 

[18] and therefore the output noise voltage contributed by transistor M1, M2 

and M3 is given by: 

 

 

 

where  is the equivalent gate-referred root mean square (rms) noise 

voltage of transistor Mk, either flicker noise (  or thermal noise ( , 

 is the LO signal and  accounts for the transfer function 

between the noise source to the output terminals. For an LO period TLO and 

assuming that M1 and M2 are symmetric, . 

Consequently, it is sufficient to focus on  and in the analyses. 

Because of its periodic nature, the term  in (5.1) can be replaced by 

its Fourier series, yielding 

 

 
where the dc term  accounts for the noise leakage (from inputs at  to 

outputs at ); the m
th

 order Fourier coefficients  account for the noise 

folding (from inputs at  to outputs at ). As a 

 

(5.2)  

 (5.1) 
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result, the output noise of the down-conversion single-balance Gilbert mixer 

contributed by the transistors is given by 
 

 
In these relations,  is the dc term of  in (5.1) for gate-referred flicker 

noise ;  are the Fourier series coefficients of  in (5.1) for gate-

referred thermal noise . 

 Assuming a symmetric LO signal, for given rise/fall time, the driving 

signal  is determined by three time instants: t1, 0.5TLO and t4. The 

waveforms  and  at t1, 0.5TLO and t4 can easily be 

obtained from the time-varying small signal models shown in Fig. 5.2. To 

avoid solving differential equations, we simplify the analysis by modeling the 

time-varying small signal capacitance in transistor Mk with a time-varying 

admittance .  In this section, we focus on demonstrating this time-

varying noise analysis, therefore we only include the transconductance of M1, 

M2 and M3 and the output impedance of M3  

( ), as shown in Fig. 5.2a. Nevertheless, 

for highly accurate noise modeling used in the mixer design automation, all 
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capacitances and conductances of the transistor are taken into account. This 

yields: 

 
For mixers in modern deep-submicrometer CMOS and operating at frequen-

cies of up to the lower GHz range, transient effects can be neglected. Then 

 can be sufficiently accurately approximated by interpolating 

between ,  and . These approximations 

are shown in Fig. 5.3(b) and (c).  

 In (t1, t2) M1 and M3 form a cascode amplifier, and in this period the drive 

voltage of M1 (  has its maximum value. Then  is equal to the output 

noise voltage due to the (equivalent) input referred noise of M3. Because of 

the finite output impedance of M3 in deep-submicrometer CMOS, the noise 

contribution from the cascode transistor M1, given by (5.5) cannot be neglect-

ed.  

 At 0.5TLO, both M1 and M2 are on, and they form a balanced differential 

pair. Then, the output impedance of M3 has a negligibly small effect on  as 

shown by (5.6).  

 In (t3, t4) M2 and M3 act as a cascode amplifier, and M1 is off. Thus,  is 

close to zero, and  is at its positive maximum. Being an odd 

function,  has no even Fourier series coefficients, and thus, for 

transistor M3, the flicker noise only up-converts to sidebands around odd 

harmonics of the LO. The thermal noise at the sidebands around the odd 
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 harmonics of the LO frequency folds back to the IF band. As for M1, the dc 

term of  accounts for the noise at the output without frequency 

translation, which corresponds to the flicker noise leakage. The thermal noise 

at the sidebands around harmonics of the LO frequency folds back to the IF 

band. 

 Assuming a symmetrical LO signal, with rise time and fall time equal to 

, the time instants t1 to t4 can be rewritten as , 

,  and . Again, under the 

assumption of negligibly small transient effects, this enables rewriting (5.3) 

and (5.4) into:    
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 Given that the total output noise mainly consists of flicker noise from M1 

and M2, the thermal noise from M1, M2 and M3, the load RL and input source 

impedance Rs, the single-side band noise figure (NF) is given by 

 
where . While the input source resistance Rs contributes to the 

output noise in the same way as the thermal noise from M3, (5.8) and (5.12) 

yield , with  in (5.8) replaced by 

 for perfect input matching. Note that (5.11) and (5.12) use only transis-

tor properties, bias conditions and component values at 2 distinct time 

instances: at  and at . As a result, the presented estimation for the 

active mixer NF can be realized by two ac calculations for trapzoid LO 

signals with a finite rise and fall time. 

5.3.2 Impact of transistor output impedance on flicker noise  

 In the previous section, (5.11) indicates that the impact of the output 

impedance on the flicker noise leakages is described by the dc term of  

( ). By using (5.5) and (5.6), equation (5.11) is simplified to 
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(5.12) 
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where the former term is the integral (or area) of  in (t1, t2) shown in Fig. 

5.2(b), the latter term is the integral of  in (t2, t3), (0, t1) and (t4, TLO). Then 

(5.13) can be simplified to:  

1) for low IF ( flicker noise dominant) 

 

   2)  for high IF ( thermal noise dominant) 

 

 Two flicker-noise leakage mechanisms are represented by (5.14). At (0, t1), 

(t2, t3) and (t4, TLO) the mixer acts as a differential pair. The flicker noise of 

the switch pair is transferred to the output just like the signal amplified by the 

differential amplifier. For this mechanism, the output impedance of M3 has no 

effect on the flicker-noise leakage, which is shown by the second term in 

(5.14). At (t1, t2) and (t3, t4), one transistor in the switch pair is off, and the 

mixer acts as a cascode amplifier. Due to the finite output impedance of M3, 

the flicker noise of the switch pair leaks to the output.  

 In summary, (5.14) suggests that the slope of the LO, the gain of the 

differential pair, and the input-referred flicker noise voltage of the switch 

M1/M2, and the output impedance of M3 all determine the flicker-noise 

leakage. The following approaches can be followed to reduce the flicker noise 

leakage: 

• Reducing the rise/fall time of the LO signal (smaller α ) decreases 

the area of the spike in (t2, t3), (0, t1) and (t4, TLO)  

• Choosing a wider switch pair (smaller ), which comes at the 

price of higher LO power. 

• Reducing  so that the height of the spike in (t2, t3) de-

creases. This can be realized by reducing the bias current of switch 
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pair at 0.5TLO (smaller ) [15], [16] and [19] and by choosing a 

low common-mode voltage Vc  for the LO. At 0.5TLO, a low Vc 

can force M3 into the triode region, which reduces the DC current 

of M1 and M2, resulting in a decrease of .  

• Increasing the output impedance of M3 (larger ) 

In technologies with long-channel transistors where the output capacitance of 

M3 is dominant in , the output resistance  can be neglected [7]-[9]. To 

increase , then inductors can be used to tune out the output capacitance for 

flicker noise reduction [15], [16]. However, nowadays the technology scaling 

offers fT figures well above 100 GHz, while it also brings lower output 

resistance and lower supply voltage [20]. Neglecting the effect of  in deep-

submicrometer technologies can yield a significant underestimation of the 

output flicker noise. Fig. 5.4 shows an illustration: with an ideal square-wave 

LO signal at 2GHz and IF@10kHz (flicker noise dominant), the calculated 

noise figure is compared with simulated results for different bias current. The 

NF is calculated using (5.13) including both  and  (cross symbol) and 

including only  (square symbol). The simulation is performed in Spectre  
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for a standard 90nm CMOS process
1
. Driven by an ideal square-wave LO, the 

flicker-noise leakage is only caused by the finite output impedance of M3. 

Including only  , as done in [7]-[9], underestimates the flicker leakage by 

over 7dB compared with the model taking into account both  and . This 

suggests that, for deep-submicrometer CMOS technologies with low supply 

voltage and low output resistance,  is dominant in the flicker noise leakage 

rather than . Consequently, flicker noise cancelation by tuning out the 

output capacitance is less effective in modern deep-submicrometer processes. 

5.3.3 Optimum transistor length for low flicker noise leakage 

 As discussed in section 5.3.2, a larger  of M3 reduces the flicker noise 

leakage. In order to keep the same power consumption and the same propor-

tion to keep the same W/L ratio, which results in a larger . At the optimum, 

 is equal to ,
 
and further increasing the W3 and L3 can not reduce 

the flicker noise leakage since the increasing  decreases .  

 The length of the switching pair M1/M2 can also be increased to reduce the 

flicker noise source at the cost of larger gate-source capacitance. Note that,  

for short transistors, the input capacitance is composed of the intrinsic gate-

source capacitance and two relatively large overlap capacitances. Since 

overlap capacitance is hardly affected by the transistor length, the LO power 

consumption will increase less than proportional to L. 

 For demonstration purposes, Fig. 5.5 shows simulation results for three 

differently dimensioned mixers: 

• Mixer A: Using minimum length for M3 and M1/M2 

(W3/L3=60/0.1,W1/L1=W2/L2=106/0.1, =0.13) 

• Mixer B: The same as mixer A except that the width and length of 

M3 are doubled with respect to the mixer A implementation. 

(W3/L3 =120/0.2, W1/L1 =W2/L2 = 106/0.1, =0.124). 

• Mixer C: The same as mixer B except that the length of transistors 

M1 and M2 is tripled with respect to the mixer B implementation. 

(W3/L3 =120/0.2, W1/L1 =W2/L2 = 106/0.3, =0.125). 

                                                 

 
1This process is used for all simulations in this chapter. The PSP compact MOSFET model  [30] is used for all 

simulations. 
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For the three designs, the same LO driver ( fLO = 2.01GHz, VLO=1 V and α

=0.06) is used, and the power consumption for all three mixers are set to 

1.96mW. This constant power consumption implies that the biasing condi-

tions of M3 are a slightly different for all three implementations, which results 

in a small change in the transconductance of M3. This minor change of M3 

transconductance results in a different gain of the mixer, see Fig.5.5(b). 

Compared to the mixer using transistors with minimum length (Mixer A), 

using only longer channel length in M3 (Mixer B) can decrease NF@10kHz 

by 1.3dB since the larger  reduces the flicker noise leakage; NF@10MHz 

decreases by 0.4dB due to a gain increase with 0.7dB. Using longer M3 and 

M1/M2 (Mixer C) decreases NF@10kHz by 5.2dB since the flicker noise of 

the switching pair decreases for longer transistor; NF@10MHz decreases by 

0.3dB. Note that LO driver power consumption increases by 25% although 

we triple the length of the switch pair M1/M2. 
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 Overall, it can be concluded that minimum length is not optimum for 

transistors in the active mixer to reduce flicker noise. By properly increasing 

W and L of M3 and using longer M1/M2 the noise performance can be im-

proved without any gain penalty but at the cost of a small increase in LO 

power. As a side effect, also the transistor mismatches are reduced for larger 

transistors, and flicker noise cancelation by tuning out  [15], [16] becomes 

effective again. 

5.4 Time-varying weakly nonlinear analysis 

 For the analysis of the active mixer nonlinearity (IIP3 and IIP2), typically 

a number of simplifications are made in literature [11], [13]: 

• Only taking the transconductance nonlinearity into account; this is 

acceptable for older CMOS technologies but is certainly not ac-

ceptable for modern short-channel RF CMOS. 

• Neglecting the effect of finite LO slopes 

• Calculating switching pair and input stage nonlinearities separately  

• Assuming constant, bias independent, linear and nonlinear 

transconductances. 

In this section, we use time-varying weakly nonlinear analyses explicitly 

including: 

• the effect on IIP3 and IIP2 of all transistors’ non-linear 

conductances; this includes the resistive nonlinearities 

(transconductance, output conductance and cross-modulation con-

ductive terms describing the fact that the drain-source current is 

controlled by both vgs and vds) and all capacitive nonlinearities 

(capacitance, transcapacitance and cross-modulation capacitive 

terms). 

• the effect of the finite LO signal slope on IIP2 and IIP3.  

• taking the switching pair and input stage in one circuit model so 

that that mutual effects are included in the analyses. 

• periodic MOS transistor nonlinearities. 
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5.4.1 IIP3 estimation 

 For nonlinearity analysis, the mixer is considered as a weakly nonlinear 

circuit with respect to the input RF signal with the DC bias is periodically 

changed by the LO signal. Then, with a two-tone input signal at  and , 

the fundamental signal and intermodulation distortions at the output of the 

circuit shown in Fig. 5.1 are functions of the periodic LO and thus can be 

extended to a Fourier series as  

 
where  and  are the Fourier coefficients. For low-side injection the 

fundamental signal and IM3 are located in the IF band at  and 

,  respectively. The magnitude of these signals is accounted 

for by the first order Fourier series coefficient  and  :      

 
       As a result, the IIP3 can be obtained by using linear extrapolation for 

small input power  

 The exact waveforms of  and  can be obtained 

from simulations. Fig. 5.6 shows the real part of the simulated waveforms for 

the mixer with the gate bias of M1 and M2 changed according to the wave-

form of LO signal shown in Fig. 5.3a. The two-tone RF signals at the gate of 

M3 are at 1.01 GHz and 1.014 GHz with 1mV amplitude. Note that the 

waveform of  is the same as  that is approximated in 

Fig. 5.3c. Therefore (5.8)-(5.10) are reused for the approximation 

of . 

(5.19) 

(5.20) 

(5.21) 

(5.17) 

(5.18) 
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 At (t1, t2), M1 and M3 act as a cascode amplifier, while at (t3, t4) M2 and M3 

act as a cascode amplifier and thus  reaches the negative and 

positive maximum respectively, see Fig. 5.6(a).  At (0, t1) and (t2, 0.5TLO), M2 

is assumed to be off, M1 stays in saturation region while M3 may toggle 

between the triode and saturation region. Fig. 5.7 shows the ratio between the 

third-order transconductance nonlinearity gm3, output conductance gds3 and  
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cross-modulation nonlinearity (  and 

). In the triode region, the cross-modulation nonline-

arity and output conductance nonlinearity are dominant, while in the 

saturation region the transconductance nonlinearity is dominant. Therefore, 

an IM3 peak occurs at (0, t1) and (t2, 0.5TLO) when the transistor is well in the 

triode region, see Fig. 5.6(b). The same waveform can be seen at  (0.5TLO, t3) 

and (t4, TLO) when M1 is assumed to be off, M3 change from the triode region 

to saturation gradually. 

 Equation (5.20) and (5.19) indicate that the first-order Fourier components 

 and  of  and  determine the IIP3. Note 

that sharp details of a signal are mainly caused by its high-order Fourier series 

coefficients [21]: for the estimation of only the first order Fourier coefficient 

the trapezoidal waveform in Fig. 5.8
1
. Now using(5.8), (5.19)-(5.21) the 

voltage conversion gain is: 

                                                 

 
1 Simulations show that the difference between the first-order Fourier series component of the original waveform 

and that of the approximated waveform typically is smaller than 2%. 
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and the IIP3 can be written as:   a sufficiently accurate approximation of the 

waveforms in Fig. 5.6 is 

 
   where (see the appendix for a first order derivation):  

 
 Eq. (5.24) indicates that other third-order nonlinearities besides gm3 can 

contribute to the output IM3 significantly. Fig. 5.7 shows that the nonlinearity 

gm3 and gx12 have the same sign (positive) while gds3 and gx21 have the oppo-

site sign (negative). Thus, all nonlinearity terms with their weighting factor in 

(5.24) have a positive value, which shows that the contributions of each third-

order nonlinearity to the IM3 add up. For low supply voltages, LO signals 

with large swing can easily drive M1 out of saturation region at t1. Then, the 

output conductance nonlinearity gds3 and the cross-modulation nonlinearity 

gx21 and gx12 of M1 increase dramatically, which increases the  , thus 

decreases IIP3 as indicated by (5.23)-(5.24). 

 In summary, the IIP3 of the time-varying mixer can be estimated by one 

time-invariant IIP3 calculation at the maximum of the LO signal. The effect 

of the slope of the LO signal on IIP3 can be neglected. In low supply voltage 

processes, for high IIP3 an LO signal with a large swing is not desirable 

 

              

 

 

 

              

 

 

(5.23) 

(5.24) 

(5.22) 
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because the switching transistor enters into triode when LO reaches its 

maximum. 

5.4.2 IIP2 estimation 

 Mismatches in transistors and load resistors, self-mixing and transistor 

nonlinearity together cause finite IIP2 for the balanced mixer [12]. The effect 

of self-mixing and mismatches in load resistors can be made negligible using 

layout counter-measures [22]. Then, the remaining dominant factors for IIP2 

are transistor mismatches and transistor nonlinearities. For the double bal-

anced mixer, transistor mismatch can be modeled by three DC offset voltages 

shown in Fig. 5.9(a), (  for the mismatch of M1a/M2a,  for the mis-

match of M1b/M2b and  for the mismatch of M3a/M3b). Since the effect of 

the switch pair mismatch is typically much larger than that of the 

transconductors [12], we will neglect  and use the single balanced mixer 

shown in Fig. 5.9b in this analysis.  
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 As explored in the previous section, the mixer is considered as a nonlinear 

circuit with respect to the input RF signal where the DC bias is changed 

periodically by the LO signal. With DC offset, the LO is not symmetric and 

therefore the single-ended IM2 at the positive and the negative outputs are not 

equal and hence will not cancel. As a function of the asymmetric LO signal, 

for a two-tone input signal at  and , the IM2 at the differential output 

can be extended to a Fourier series as 

  

 
For low-side injection the IM2 distortion is located at  in the IF 

band, which is accounted by the 0
th

 order Fourier series component  and 

: 

                
Then the IIP2 is 
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Using the same approach as for IM3, the real part of simulated waveforms of 

the single-ended IM2,  and , are shown in Fig. 5.10. 

Note that single-ended IM2 at the positive and negative output (  and ) 

correspond to the dc term of  and . These dc-terms, in 

turn, correspond to the integral of (or area below) the waveform. In a perfect-

ly symmetric mixer, the single-ended IM2 at the positive and negative output 

(  and
 

) are equal, and therefore, exactly cancel each other, leading to 

an infinite IIP2. However, any DC offset introduces an effectively asymmet-

ric LO, an asymmetric bias modulation in (0, 0.5TLO) and (0.5TLO, TLO), 

hence results in waveform differences between  and . 

The single-ended IM2 at the positive and negative output do not exactly 

cancel, which results in a finite IIP2. 

 Due to high similarity between  and , we choose to 

show details on the estimation of single-ended IM2 at the positive output . 

As discussed in section 5.2, in (0, 0.5TLO) M1 and M3 act as a cascode ampli-

fier. Due to the low supply voltage in deep-submicrometer technologies, M1 

stays in the saturation region and M3 may toggle between triode region and 

saturation region. As derived in the appendix, transistor M3 dominantly 

contributes to the IM2 of the cascode amplifier: 

 
where  and  are the linear output resistance and transconductance of M3; 

 is the derivative of the transconductance; 

 is the derivative of the output conductance; 

 

is the second-order cross-modulation nonlinearity. Equation 

(5.28) indicates that the sign of  for different bias is determined by , 

 and . As an example, an NMOS transistor (W/L = 60μm/0.1μm) with 

VGS fixed is simulated by sweeping VDS from 0.02V to 0.32V. Fig. 5.11 

 

              

              

(5.28) 

(5.27) 
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shows that, in the saturation region, the transconductance nonlinearity ( ) is 

dominant, while in the triode region, the cross-modulation nonlinearity  

and the output conductance nonlinearity  become dominant. As LO rises 

and falls, M3 may enter in the triode region where the cross-modulation 

nonlinearity and output conductance nonlinearity (  and ) are dominant. 

Then the term  in (5.28) is dominant and  is 

positive as shown in Fig. 5.10a; as LO increases M3 enters into the saturation 

where  becomes dominant. Since  and  are in the same order of 

magnitude, the term  in (5.28) is dominant and  turns negative. 

 Note that the change of  between a positive and a negative value 

during the LO rise and fall times have not been considered in [12] due to the 

following simplifications: 

• Only the transconductance nonlinearity of the transistor is consid-

ered. As a result, the fact that the nonlinearity of transistor M3 is 

also modulated by its drain-source voltage is neglected. 

• The effect of the finite LO slope on IIP2 is neglected.  As a result, 

the fact that due to low supply voltage in the deep-submicron 

technologies the transistor M3 typically toggles between the triode 

and saturation region during the LO rise and fall time is neglected. 
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Since the positive single-ended IM2  is equal to the integral of the wave-

form of  shown in Fig. 5.10a, neglecting the positive area in (0, t1) and (t2, 

0.5TLO) can overestimate the positive single-ended IM2 . The same 

conclusion applies to the negative single-ended IM2 . In summary, the 

single-ended IM2 can be overestimated by neglecting the LO slope, cross-

modulation nonlinearity and output conductance nonlinearity of the transistor. 

As a result, the differential IM2 ( ) can be misestimated significant-

ly. 

 In order to give an accurate estimation of the positive single-ended IM2 

, a good capture of the waveform, especially in (0, t1) and (t2, 0.5TLO), is 

essential. Fig. 5.12 demonstrates the estimation of  by six equal-distant 

samples (S1 to S6). Assuming that the rise/fall time of the LO are equal to 

 yields  and , the area of  then is 

given by 

 
where                                              

Similarly, the area of  can be estimated as 
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 where . 

 Now, by using (5.27), (5.29) and (5.30), the IIP2 of the time-varying mixer 

can be estimated by a few time-invariant IM2 calculations. Note that the 

estimation of the single-ended IM2 by samples at different instants includes 

the periodic property of the transistor nonlinearity. For each instant sample, 

the IM2 is calculated by (5.31) as given in the appendix:  

  

Firstly, it shows that, for narrowband IM2, the nonlinear capacitance can be 

neglected. It also shows that the terms with the cross-modulation nonlinearity 

and output conductance nonlinearity (gx11 and gds2) can cancel the terms with 

transconductance nonlinearity gm2. Due to the low supply voltage in deep-

submicrometer technologies, LO signals with large swing can easily drive M1 

out of saturation region at t1. Then, at (t1, t2), M1 may stay in between triode 

and saturation region, where gx11 and gds2 becomes larger while M3 stays in 

saturation. In that case, (5.31) can be simplified to 

 

as given in the appendix. With the scaling factor  and  for  

and  the single-ended IM2 can be very small. However, due to the high 

sensitivity of  and  to dc offset voltages (mismatches), low single-

ended IM2 does not guarantee a high differential IIP2. Fig. 5.13 illustrates 

this: the single-balanced mixer shown in Fig. 5.9b is simulated for varying 

gate bias of M3 with fixed dimensions. The single-ended IIP2 was derived for 

a situation without mismatch, while the differential IIP2 is the minimum IIP2 

from a Monte Carlo mismatch simulation. As the gate-bias of M3 increases, 

more current flow through RL. Thus, at (t1, t2), M1 may enter the triode region,  

              

              

              

(5.30) 

(5.31) 

(5.32) 
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where the distortion from  and  of M1 increases and cancels a larger 

part of the distortion from  of M3. This results in smaller negative area of 

 , shown in Fig. 5.12, and yields a high single-ended IIP2. However, high 

differential IIP2 is achieved for smaller . At such bias M1 and M3 are all 

in saturation region in (t1, t2), where  of M3 is dominant for single-ended 

IM2 and less sensitive to the dc offset voltages. 

5.4.3 Impact of LO signal on mixer nonlinearity 

 The LO signal of the mixer practically has finite rise and fall time. How-

ever, the influence of LO slope on the mixer nonlinearity has not been 

investigated yet in previous literature [11]-[14]. The analysis in section 5.4.1 

and 5.4.2 shows that, for low supply voltage, as the LO rises or falls, the 

transistor M3 may experience deep triode region operation, where the cross-

modulation nonlinearity and output conductance nonlinearity become domi-

nant. As discussed in section 5.4.1, the IM3 output at the IF band is equal to 

the first order Fourier coefficient  of , which is under little 

influence of the LO slope. Therefore, we conclude that the LO slope effect on 

the mixer IIP3 can be neglected. The IIP3 of the time-varying system can be 

estimated by one time-invariant nonlinearity calculation.  
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 As for the IIP2, during the rise and fall time, M3 toggles between the triode 

and saturation region. In the triode region, the cross-modulation nonlinearity 

and output conductance nonlinearity of the transistor are dominant, and they 

will result in positive single-ended IM2. In the saturation region, the 

transconductance nonlinearity is dominant, and the single-ended IM2 changes 

to negative value. Since the overall single-ended IM2 is the sum of the 

positive and negative contributions in one period, neglecting the LO slope can 

overestimate the single-ended IM2, and this may misestimate the differential 

IM2. Fig. 5.14 shows an illustration: the mixer shown in Fig. 5.9b is simula- 

ted by sweeping the width and VGT of M3 with fixed  Pdc=2mW at 2 GHz. A 

fixed 5 mV dc offset is used to model the mismatch of the switch pair. The 

simulated IIP2 for a square-wave LO and a LO with finite slopes (trise= tfall 

=0.08TLO) are compared. The difference of IIP2 between using a square-wave 

LO and using LO with finite slope can be as large as 30dB, which demon-

strates the importance of including LO slope in the IIP2 estimation. 

5.4.4 LO slope tuning for IIP2 calibration 

 Including LO slope in the analysis not only provides more accurate 

estimation on the IIP2 but also shows one new possibility of introducing 

intentional mismatch that can be used for IIP2 calibration. In order to achieve 

high IIP2 typically mismatches are introduced to the mixer for neutralizing 
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the differential IM2 output caused by the intrinsic mismatches. Currently, the 

possibilities for introducing intentional mismatches are: 

• Controlling the mismatch between the loads by resistors trimming 

[23], [24] or tuning the pMOS load  with NF degradation by 1-2 

dB due to the noise introduced by the extra pMOS current sources 

[25]. 

• Tuning the current sources within the CMFB section for current 

mode output mixers [26]. 

• Tuning the DC level of the LO signal [27]. 

The discussion in section 5.4.2 suggests that the IIP2 can also be calibrated by 

tuning the LO slope. For demonstration, the mixer shown in Fig. 5.15 is 

simulated for fLO at 3.01 GHz and two-tone signals at 3.02 GHz and 3.024 

GHz with -25 dBm input power. The mixer is driven by two inverters with 

load capacitors. By changing these load capacitors we can tune the LO slope 

for the mixer. Note that very small LO slope change is sufficient due to the 

high sensitivity of the differential IM2 to the LO slope. In this case the slope 

change is within -0.75% to +0.75% shown in Fig. 5.16c while the inverter  

power dissipation is changing between 2.2mW and 2.7mW. Fig. 5.16 shows 

that high IIP2 can be achieved by tuning the LO slope while the gain, IIP3 

and NF are not affected. 
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5.4.5 Summary 

 It can be concluded that, by using the time-varying weakly nonlinear 

analysis, the IIP3 and IIP2 of the mixer can be estimated by a few time-

invariant weakly nonlinearity calculation, where the effect of LO slope is 
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included. Note that, in the time-invariant nonlinearity calculations, the 

contribution of the switching pair (M1/M2) and the input stage M3 is evaluat-

ed as a whole circuit but not separately as in [12]. As a result, the nonlinearity 

of the time-varying circuit can be estimated by time-invariant nonlinearity 

calculations, which is straightforward by using Volterra series approach [28] 

or the general weak nonlinearity model for amplifiers [29].  

5.5 Benchmarking the accuracy 

 To evaluate the accuracy of the model for noise and IIP3 calculation, the 

single-balanced mixer in Fig. 5.1 is simulated. For the model of IIP2, the 

double-balanced mixer shown in Fig. 5.9a is simulated. The simulation 

results in Spectre and the calculation results using our model are presented in 

this section. We implemented the noise and nonlinearity model within a 

mixer P-cell similar to what we did for a LNA [6], where all small-signal 
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parameters and nonlinearities of the transistor are included. This mixer P-cell 

dimensions a given circuit topology for a given set of specifications. The 

time-invariant nonlinearity calculation for IIP2 and IIP3 estimation is per-

formed by using the circuit nonlinearity model [29], where all the resistive 

and capacitive nonlinearities are included. 

 For Fig. 5.17, the Gilbert mixer was dimensioned at 3mW power con-

sumption with fLO at 2GHz and IF at 10kHz. At this low IF, the flicker noise 

is dominant. For the LO signal, VC=0.6V, VLO=0.5V and α =0.1. Fig. 5.17 

shows the SSB noise figure and the conversion gain as a function of gate-

overdrive voltage of M3. It is shown in Fig. 5.17a that the noise model with 

output resistance and capacitance (square symbols) has an estimation error 

smaller than 0.9dB, while the error is 3dB for the noise model with output 

capacitance but without output resistance (triangular symbol). Fig. 5.17b 

shows that the conversion gain resulting from our model with the output 

resistance has an estimation error smaller than 0.3dB, while the error is more 

than 2.5dB if the output resistance of M3 is neglected. The analyses in section 

5.3.1 suggest that with the scaling of CMOS technology --- that have lower 

supply voltage, higher fT and lower output resistance --- the flicker noise 
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leakage caused by the finite output resistance of M3 becomes significant and 

cannot be neglected.  

 Fig. 5.18 shows the simulated and calculated SSB noise figure as a func-

tion of the IF frequency, for fLO at 2GHz, Pdc=3mW, VLO=0.5V and α =0.1, 

for VC=0.4V, VC=0.5V and VC=0.6V. The estimation error of our noise 

model is smaller than 0.3dB. As the mixer acts as a balanced differential pair 

at 0.5TLO a lower common mode level of the LO signal, VC, causes lower gain 

for the differential pair and thus smaller noise spikes shown in Fig. 5.2b. As a 

result, the flicker noise leakage is smaller for lower VC. 

 Fig. 5.19 shows a comparison of simulated and calculated NFSSB both at 
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 IF=10kHz and IF=10MHz as a function of the LO frequency (for 11dB 

conversion gain, Pdc=3mW, VLO=1V and α =0.1). The figure illustrates that 

the estimation error of our noise model is lower than 1dB for fLO below 5 

GHz in a 90nm CMOS technology. 

 Fig. 5.20 shows the simulated and calculated IIP3 as a function of the 

overdrive voltage of M3 with 3 mW power consumption. For the LO signal, 

fLO=2GHz, VC=0.3V, VLO=0.6V and α =0.1. The two tone signals are at 

2.01GHz and 2.014GHz, and the IIP3 is extrapolated by sweeping the input 

power from -25dBm to -15dBm. The estimation error is within 0.5dB for our 
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model, while the error is larger than 6 dB for the model only including gm 

nonlinearity.  

Fig. 5.21shows a comparison of simulated and calculated IIP3 as a func-

tion of LO frequency from 1 GHz to 5 GHz. For the LO signal, VC=0.3 V, 

VLO=0.6 V and α =0.1. The two tone signals are at fLO +10MHz and 

fLO+14MHz, and the IIP3 is extrapolated by sweeping the input power from -

25dBm to -15dBm. The estimation error of our IIP3 model is lower than 1dB, 

while the error is larger than 5 dB for the model only including gm nonlinear-

ity. The estimation error in our model increases with frequency, which is 

because the effect of capacitances on the exact waveform of the drain of M3 is 

neglected.   

 For IIP2 the double-balanced mixer shown in Fig. 5.9a is used. Three DC 

offset voltage sources model the switch pair mismatch and input stage mis-

match, where Voff1 is 5 mV, Voff2 is 3 mV and Voff3 is 3 mV. Fig. 5.22 shows 

the simulated and calculated IIP2 as a function of the width of M3 for con-

stant VGT. For the LO signal, fLO=1 GHz, VC=0.3 V, VLO=0.6 V and α =0.1.  

 

α

 
 

 

50
55

60
65

70
75

80
85

90
95

100

73 74 75 76 77 78 79 80

II
P

2
[d

B
m

] 

WM3 [um]

50
55

60
65

70
75

80
85

90
95

100

73 74 75 76 77 78 79 80

II
P

2
[d

B
m

] 

WM3 [um]



 

 

114 

 

The IIP2 is estimated by 12 time-invariant nonlinearity calculations. The two 

tone signals are at 1.01 GHz and 1.014 GHz, and the IIP2 is extrapolated by 

sweeping the input power from -30dBm to -25dBm. For IIP2 lower than 65 

dBm, the estimation error of our model is below 1dB, while for IIP2 higher 

than 70 dBm the error is within 4 dB. For the model only including gm 

nonlinearity and without considering the LO slope effect, it does not predict 

the IIP2 peak. Fig. 5.23 shows a comparison of simulated and calculated IIP2 

as a function of LO frequency from 1 GHz to 5 GHz. For the LO signal, 

VC=0.3 V, VLO=0.6 V and α =0.1. The two tone signals are at fLO +10MHz 

and fLO +14MHz, and the IIP2 is extrapolated by sweeping the input power 

from -30dBm to -25dBm. The estimation error of our model increases with 

increasing LO frequency, but remains  smaller than 4 dB, while the error is 

larger than 10dB for the model only including gm nonlinearity and without 

considering the LO slope effect . 

 The estimation time of our model is compared with the simulation time 

using Spectre shown in Table 5.1. For noise and IIP3 estimation, our model 

speeds up the estimation time by a factor of about 40, since only one or two  
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time-invariant circuit calculations are involved. Although IIP2 estimation 

takes 12 time-invariant nonlinearity calculations, the estimation time is still 3 

times less in comparison with the circuit simulation. 

5.6 Conclusion 

 A simple closed-form model for the fast and accurate estimation of noise, 

IIP3 and IIP2 of the active mixer is presented. The mixer noise can be esti-

mated by two ac noise calculations with error smaller than 2dB while the 

calculation time is about 40 times shorter than using a commercial simulator. 

The model shows that the decreasing transistor output resistance in deep-

submicrometer technologies rather than the output capacitance is a dominant 

reason for the flicker noise leakage. Any flicker noise cancellation technique 

should include the effect of output resistance. By properly increasing W and 

L of M3 and using longer switch pair transistors (M1/M2), the noise perfor-

mance can be improved while no degradation on gain is introduced. The 

mixer IIP3 can be estimated by one time-invariant nonlinearity calculation 

with error smaller than 1dBm, while calculation time is reduced with a factor 

of 50 times. The slope of the LO has little effect on the IIP3. However, the 

LO slope together with the cross-modulation nonlinearity and output con-

ductance nonlinearity in the triode region contribute significantly to the 

single-ended IM2 of the mixer. Therefore, the accuracy of the IIP2 estimation 

is highly dependent on a good capture of the LO waveform. Neglecting LO 

slope or only considering tranconductance nonlinearity will overestimate the 

 

 Estimation time 

(second) 

Simulation time 

(second) 

Noise 0.06 2.2 

IIP3 0.07 3.7 

IIP2 1.68 7.4 
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single-side IM2 and significantly underestimate the differential IIP2. Other 

than introducing mismatches to the mixer, tuning the LO slope can be a new 

approach of IIP2 calibration. 
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5.7 Appendix 

 A general distortion model for amplifiers presented in [29] is utilized to 

derive the IM3 and IM2 of the cascode amplifier shown in Fig. 5.24, where 

 is the two-tone input signal.  

 For IM3 to the first order, we include all third-order resistive nonlineari-

ties between drain-source terminals and the output IM3 is given by 

 

 
and  are the IM3 current component of transistor M1 and M3 

respectively;  and  are the gain from IM3 current 

component to the voltage output. 

 For IM2, we include all the nonlinearities between drain-source terminals 

and the output IM2 is given by 
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and  are the IM2 current component of transistor M1 and M3 

respectively;  and  are the gain from IM2 current 

component to the voltage output. Assuming the second-order nonlinearity of 

M1 and M3 are at the same order of magnitude and 

, then the IM2 contribution of M3 

is dominant. Eq. (5.34) can be simplified to  
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Chapter 6  

 

 

 
 

 Based on the noise and distortion model of active mixers presented in 

chapter 5, this chapter presents an approach to simultaneously cancel flicker 

noise and IM3 in Gilbert-type mixers, utilizing negative impedances. For 

proof of concept, two prototype double-balanced mixers in 0.16μm CMOS 

are fabricated. The first demonstration mixer chip was optimized for full IM3 

cancellation and partial flicker noise cancellation; this chip achieves 9dB 

flicker noise suppression, improvements of 10dB for IIP3, 5dB for conversion 

gain, and 1dB for input P1dB while the thermal noise increased by 0.1dB. The 

negative impedance increases the power consumption for the mixer by 16%, 

and increases the die area by 8% (46x28μm
2
). A second demonstration mixer 

chip aims at full flicker noise cancellation and partial IM3 cancellation, while 

operating on a low supply voltage (0.67 VDD); in this chip, the negative 

impedance increases the power consumption by 7.3%, and increases the die  
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area by 7% (50x20μm
2
). For one chip sample, measurements show >10dB 

flicker noise suppression within 200% variation of the negative impedance 

bias current; for ten randomly selected chip samples, >11dB flicker noise 

suppression is measured. 

6.1 Introduction 

 Due to its higher conversion gain, the active mixer provides better noise 

suppression of the subsequent stages than passive mixers. However, CMOS 

active mixers suffer from high flicker noise as well as from low linearity. 

While high flicker noise causes serious sensitivity degradation especially in 

narrowband direct-conversion receivers, mixers with poor linearity limit the 

dynamic range of the receiver.   

 Three major techniques have been presented for flicker noise reduction in 

CMOS active mixers: 

1. Dynamic current injection [1-2]: a pMOS cross-coupled pair is used to 

inject current into the NMOS mixer transconductor stage only at the 

switching on/off instants (at 0.5TLO) so that no DC current flowing 

through the switches. This suppresses the flicker noise leakage from the 

switching pair. 

2. Double LO switch pairs [3]: extra switches in series driven at 2LO 

frequency are used so that during the switching period little DC current 

flows through the major switches that are driven by LO signal, thereby 

reducing flicker noise leakage.  

3. RF leakageless static current bleeding with two resonating inductors [4]. 

Two inductors are connected between the mixer transconductor stage and 

the current bleeding circuit. The inductors resonate out the tail capaci-

tance and reduce the RF signal leakage to the current bleeding circuit. 

In Technique 1, a large LO swing and large headroom is required, increasing 

the LO power and decreasing the conversion gain due to the use of small Rload 

[1]. Technique 2 needs a stack of three transistors plus the load, which is not 

suitable for deep-submicrometer technologies with low supply voltages. Also 

extra clock power is needed to generate 2*LO signal. Technique 3 needs two 

inductors which consume die area. Common to all the techniques in [1-4] is 
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that the effect of the transistor output resistance on the flicker noise leakage is 

neglected.   

 In technologies with long-channel transistors where the output capaci-

tance of transistors is dominant, the effect of output resistance rds3 on flicker 

noise leakage can be neglected [1-4]. However, nowadays the technology 

scaling offers higher fT well above 100 GHz, while it also brings lower 

transistor output resistance and lower supply voltage [5]. Neglecting the 

effect of rds3 in deep-submicrometer technologies can yield a significant 

underestimation of the output flicker noise [7]. Taking into account the effect 

of both output resistance and output capacitance on flicker noise leakage, in 

this chapter we propose a combined flicker noise/IM3 cancellation technique 

that uses a negative impedance to minimize the flicker noise leakage from the 

switching pair and to simultaneously improve the linearity. Section 6.2 

presents the circuit theory behind this flicker noise/IM3 cancellation tech-

nique. Section 6.3 and 6.4 show a circuit implementation and the 

measurement and simulation results; the results are summarized in section 6.5. 

6.2 Flicker noise/IM3 cancellation using negative impedance 

6.2.1 Flicker noise leakage in Gilbert mixers 

 The double-balanced Gilbert mixer shown in Fig. 6.1a is widely used as 

the active downconverter in CMOS receivers. Transistor M3a/M3b convert vin 

into current that is commuting via switch pair M1a/M2a and M1b/M2b respec-

tively. The flicker noise output of the Gilbert mixer, , is dominated by 

the switch pair M1/M2, while transistor M3 is causing thermal noise folding 

[6-7]. Assuming perfect symmetry in the mixer, the flicker noise leakage 

mechanism from each switch is the same: it is hence sufficient to focus on 

flicker noise leakage from one of the switch pair transistors. In [7] the time-

varying small signal model shown in Fig. 6.1b is used to analyze the flicker 

noise contributed by M1a in one LO period at the mixer output ( . The 

flicker noise of M1a is modeled by the equivalent gate-referred 
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 root mean square (rms) noise voltage . For a first order approximation of 

, a few assumptions are made: 

• The LO signal is modeled by a trapezoid shown in Fig. 6.2(a) with 

a rise/fall time equal to . 

• At (t1, t2), M2a and M2b are off while in (t3 , t4) M1a and M1b are off. 

Taking into account the transconductance of M1, M2 and M3, and the output 

admittance of M3 ( , the flicker noise contribution of 

M1a at t1,  and t3 in Fig. 6.2(a) are given by: 

 
In (t1, t2), M1a and M3a form a cascode amplifier. Due to the finite output 

impedance of M3a in deep-submicrometer CMOS, the noise contribution from 

the cascode transistor M1, given by (6.1), cannot be neglected. In (t2, t3) both 

M1a and M2a are on, while at  M1a and M2a act as a balanced differential pair. 

In this period of time, the output impedance of M3 has a negligibly small 
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effect on  as shown by (6.2). In (t3, t4) M1a is assumed to be off, thus 

 is zero. Note that the integral (or area) of  shown in Fig. 6.2(b) 

and (c) corresponds to the flicker noise leakage that involves no frequency 

translation [7]. As a result, the flicker noise at the mixer output contributed by 

M1a/M2a and M1b/M2b is  

 

For the symmetrical LO signal shown in Fig. 6.2(a), with a rise/fall time 

equal to , the time instants ,  and  can be rewritten as , 

, . This enables rewriting (6.4) into 
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6.2.2 Negative impedance for flicker noise cancellation 

 To minimize the integral of  in (6.4) --- hence to minimize 1/f 

noise leakage --- we apply a negative impedance  between 

the drain of M3a and M3b as shown in Fig. 6.3. Using the model shown in Fig. 

6.3(b), this yields a different  for the time interval (t1-t2):                

                                               (6.6) 

                                                        (6.7) 

                                                                                                              (6.8)    
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Eq. (6.6) shows that for  and  the sign 

of the real part of changes from negative to positive (a detailed 

derivation is presented in the appendix). At , the negative impedance has no 

effect on  as shown in (6.7) since M1a and M2a act as a balanced differen-

tial pair. In (t3, t4) M1a is off, thus  is zero. Now the new approximated 

waveform of   is shown in Fig. 6.4b. The negative impedance  

changes the real part of  in (t1, t2) from negative to positive value, which 

enables minimization of the area of . This leads to the cancellation of 

the flicker noise leakage from the switching pair (M1a/M2a and M1b/M2b). For  

 

 
 

Waveform of the LO signal. (b) and (c): approximation of the real respec-

tively imaginary part of  using a negative impedance for flicker noise 
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a complete flicker noise leakage cancellation, (5) equates to zero. Together 

with (6.6-6.7), this equation gives the condition for a complete flicker noise 

leakage cancellation: 

                     

6.2.3 Negative impedance impact on gain and thermal noise 

 It was derived in [7] that the first-order Fourier coefficient of the instanta-

neous voltage gain  in one LO period corresponds to the 

conversion gain of a mixer. Using the model shown in Fig. 6.5(a), a suffi-

ciently accurate approximation of  is given in Fig. 6.5(b) with  
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(6.9) 

 



 

129 

 

 

                                                                                    (6.10) 

                                                                                                            (6.11)              

                                                                  (6.12) 

At (t1, t2), M2a/M2b are off and M1a/M3a and M1b/M3b forms a differential 

cascode common-source amplifier. At (t3, t4), M1a/M1b are off and M2a/M3a 

and M2b/M3b form a differential cascode common-source amplifier. At 0.5TLO, 

M1a/M2a and M1b/M2b are on, and there is no output due to the differential 

symmetry. This yields the voltage conversion gain  

 
Equation (6.13) shows that the conversion gain is increased under partial 

flicker noise cancelling condition (  and 

 ). 

 Fig. 6.6 shows the noise model for the mixer, where two non-correlated 

noise current  and  model the noise of Yneg. Note that the noise of the 

negative impedance contributes to the mixer output by the same transfer 

                                            (6.13) 
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function as the noise of M3a/M3b. Therefore, Yneg only contributes to thermal 

noise, while no flicker noise leaks to the output for the symmetric mixer. As a 

result, the mixer thermal noise is dominantly contributed by the thermal-noise 

folding of M3a/M3b, the load RLoad, the input source impedance Rs and the 

negative impedance Yneg. Assuming perfect input matching, the single-side 

band noise figure (NF) for high IF (thermal noise dominated) is then given by 

 

where the four terms respectively account for the thermal noise from the 

transconductor stage M3a/M3b, the thermal noise from the input source 

impedance Rs, the thermal noise from the negative impedance and the thermal 

noise from the load. Although the extra noise by Yneg increases the thermal 

noise NF, due to the increased conversion gain (larger ), the input 

referred noise due to the load RLoad is decreased. As a result, the thermal noise 

increase due to Yneg can be small. 

6.2.4 Negative impedance for IM3 distortion cancellation 

 It is shown in [7] that the IM3 of the time-varying mixer can be estimated 

by one time-invariant IM3 calculation at the maximum of the LO signal. 

Therefore, the circuit model shown in Fig. 6.7 is used to estimate the IM3.       

When the LO signal reaches its positive maximum at t1, M1a/M1b are fully 

on and M2a/M2b are fully off. The IM3 distortion current , ,  and 

 are generated by the voltage swing across the transistor terminals. Given 

the differential circuit topology we can assume   and  

. For a first-order approximation, only the transconductance 

of M1, M2 and M3, and the output admittance of M3 are taken into account, 

which yields 

 

(6.14) 
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                                              (6.15) 

                                             (6.16)              

                      (6.17) 

Equation (6.16) and (6.17) describe the fact that via transistor nonlinearity 

(denoted by the function ) the distortion current of a transistor is due to 

both the voltage swing across its gate-source and to its drain-source voltage 

swing (assuming the distortion related to the bulk-source voltage swing is 

insignificant).  

 For  and , 

• Eq. (6.16-6.17) show that the gate-source and drain-source voltage 

swing respectively for M1a and M3a have the same polarity. Thus, 

 and  have the same polarity, given that both M1a and M3a 

are biased in the saturation region.  

• Eq. (6.15) shows that the gain factor for distortion currents   

and  have opposite signs. This enables cancellation of the dis-

tortion contributions caused by  and . 
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Equating (6.15) to zero gives that for a complete IM3 cancellation 

                                                                                       (6.18) 

Under partial IM3 cancelling condition (  and 

 ), the  distortion current polarity of each transistor within the 

mixer remains unchanged. For the switching stage (M1a/M1b and M2a/M2b), 

the negative impedance changes the amplifying factor of their distortion 

current from negative to positive. This enables the IM3 cancellation between 

the transconductor stage (M3a/M3b) and the switching stage (M1a/M1b and 

M2a/M2b).  

6.2.5 Summary 

 It can be concluded that a negative impedance (  

and  ) reduces the flicker noise leakage from the switching 

stage (M1a/M1b and M2a/M2b) by averaging out the flicker noise leakage 

transfer function. Note that this is very similar to flicker noise suppression in 

chopper amplifiers [8]. Using a negative impedance, also the conversion gain 

is increased while the thermal noise may be slightly degraded. For a perfect 

symmetric mixer no flicker noise will be introduced by the negative imped-

ance.  

 Using negative impedance in the specified range also enables partial IM3 

cancellation between the transconductor stage (M3a/M3b) and the switching 

stage (M1a/M1b and M2a/M2b). The exact optimum of Yneg is in general a little 

different for complete flicker noise cancellation and complete IM3 cancella-

tion. Hence Yneg can be designed for either full flicker noise/partial IM3 

cancellation or full IM3/partial flicker noise cancellation. 

6.3 Circuit Implementation 

 To prove this flicker noise/IM3 cancellation concept, the circuit shown in 

Fig. 6.8 is implemented in a standard 0.16μm CMOS process. The negative 

impedance is implemented by the cross-coupled pair M4a/M4b with source 
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degeneration provided by capacitor ( ) and current source M5a/M5b [9-10]. 

The pMOS-based negative impedance enables dc current reuse of the nega-

tive impedance by the mixer’s transconductor stage. As a first-order 

approximation of the value of the negative impedance, only the 

transconductance of M4 and M5 and the output impedance of M5 are taken into 

account, yielding 

 
Assuming   and , (6.19) reduces to 

 

                                                                      (6.20) 

Equation (6.20) shows that the Yneg for either full flicker noise cancellation or 

full IM3 cancellation can be obtained by setting a suitable value for the 

transconductance of M4 and for the degeneration capacitance . For minimal 

 

 

 

(6.19) 
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chip area, a poly-diffusion capacitor is used for  instead of a fringe capaci-

tor.   

 Regarding the load resistor Rload, it is frequently assumed that a poly-

silicon resistor has negligible flicker noise [1, 6] which may be valid for 

many conventional circuits. However, in this chapter the aim is at very low 

flicker noise mixers. The work in [11] shows that the traps at the silicon grain 

boundaries in the poly-silicon cause some flicker noise, resulting in a flicker 

noise current given by , where  is a constant including technology-

dependent data and temperature,  is the DC current through the resistor, and 

 and  are the resistor width and length respectively. Simulation results in 

Fig. 6.9 show that without mismatch and with metal resistors, the mixer noise 

output only contains thermal noise (denoted by Nominal mixer noise with 

MetalRload). Under mismatch and with metal resistors, the mixer flicker 

noise frequency corner is below 1kHz. Using poly resistors, even in the 

nominal case without any mismatch, the flicker noise of the poly-silicon 

resistor is dominant compared to the mixer thermal noise unless large silicon 

area is used. Therefore, in our design a serpentine metal resistor is used to be 

able to prove our concept properly 
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 Using the topology shown in Fig. 6.8 we designed two chips. One 

(MixerD) is optimized for full IM3 cancellation and partial flicker noise 

cancellation using full supply voltage (VDD=1.8V). To test robustness of the 

proposed flicker noise cancellation technique under the constraint of low 

supply voltage, the second chip (MixerNF) is optimized for full flicker noise 

cancellation and partial IM3 cancellation using 0.67 VDD (1.2V). Since 

flicker noise is mainly a problem for narrowband system, the two mixer chips 

are designed for 0.9GHz. Two off-chip baluns are used to generate the 

differential RF input and differential clock, respectively. The external differ-

ential clock signal and an on-chip LO buffer provides the LO for mixer.  

 Due to the similar topology appearance, our mixer in Fig. 6.8 is compared 

with previous techniques of flicker noise reduction. In [1] the cross-coupled 

pair M4a/M4b shown in Fig. 6.10a is used to provide a dynamic current into 

the transconductor stage at the LO zero-crossings (at ). As a result, at  

the current through the switching pair and the transconductance of the switch-

ing pair is reduced. This enables a smaller  in (6.5) and consequently 

yields some flicker noise reduction. The cross-coupled pair M4a/M4b turns on 

only around  and remains off during the remainder of the LO period, which 

requires a high LO voltage swing and low Rload (50 ohm in [1]). To tune out 
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the parasitic capacitance of the cross-coupled pair M4a/M4b, an inductor is 

added to the cross-coupled pair M4a/M4b as shown in Fig. 6.10b in [2]. Alt-

hough these dynamic bleeding techniques [1-2] and our mixer all use the 

cross-coupled pair M4a/M4b, there are a number of fundamental differences: 

1. The cross-coupled pair M4a/M4b in the dynamic bleeding technique only 

operates around , while in our mixer the negative impedance is opera-

tional during the total LO period. As a result, our mixer only needs 

normal LO voltage swing, while high LO voltage swing are required in 

the dynamic bleeding technique, which may impose linearity degradation 

due to the switching pair (see [7]). 

2. The cross-coupled pair M4a/M4b in the dynamic bleeding technique is 

designed as a DC current injector rather than a negative resistor. Flicker 

noise leakage due to the finite transconductor output resistance is not ad-

dressed. The source degenerated capacitance together with the cross-

coupled pair M4a/M4b in this chapter are designed as a negative imped-

ance, which fully addresses the flicker noise leakage. 

Based on the analysis in section 6.2, in fact the mixer in Fig.6.10b can be 

made to act in the same way as our mixer if the cross-coupled pair M4a/M4b is 

designed to operate during the whole LO period: the cross-coupled pair 

together the inductor in [2] is equivalent to the negative impedance proposed 

in our work. However, full flicker noise cancelling was not done in [2]. 

6.4 Simulation and measurement 

 The microphotograhps of two mixer chips (MixerD and MixerNF) are 

shown in Fig.6.11. The active area of the LO buffer and mixer with decap is 

0.0156mm
2
 for the chip MixerD, of which 8.2% is occupied by the Yneg 

circuit. In the chip MixerNF the Yneg circuit consumes 7.1% of the total active 

area (0.014mm
2
). The packaged chips were measured on PCB boards for 

0.9GHz LO and 0.92GHz RF. The noise is measured by an Agilent E5500 

noise set-up. For noise at IF<1MHz a SRS preamplifer is used connecting the 

mixer output with the noise set-up; for noise at IF>1MHz, a LeCroy AP033 

active probe is used connecting the mixer output with the noise measurement 

set-up. 
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6.4.1 Mixer with full-IM3/partial-flicker-noise cancellation 

 For the mixer optimized for full IM3 cancellation and partial flicker noise 

cancellation (MixerD), the bias current of Yneg (IYneg

) is swept within 45% 

variation of the optimal value to verify the robustness against process spread. 

The measured and simulated results are shown in Fig. 6.12 as a function of 

the bias current normalized to the optimal value (NI

Yneg

). At the optimal bias 

value (NI

yneg

=1), a measured improvement of 10dB for IIP3, 5dB for conver-

sion gain, 9dB for DSB NF@1kHz, and 1dB for input P1dB are achieved 

compared to the same mixer without Yneg. The DSB NF@10MHz degrades 

by 0.1dB. The mixer DC current increases from 9.2mA to 10.7mA due to the 

biasing of the Yneg circuitry, while the LO buffer current (16mA) stays 
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unchanged. Within 45% variation of I

Yneg

, +5dB gain improvement, +6dB 

NF@1kHz reduction, <0.1dB thermal NF degradation, no input P1dB degrada-

tion are achieved. As shown in Fig. 6.12b, we show the flicker NF reduction 

at a very low frequency (1kHz), where the flicker noise is dominant and the 

thermal noise can be neglected. Fig. 6.13 shows the measured HD1 and IM3  
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 Effect of mismatches and process spread on NF and IIP3 of MixerD with Yneg 

(NI

Yneg

=1). (a) 200-time Monte Carlo simulation results of DSB NF@1kHz (b) measured 

DSB NF@1kHz of ten dies, (c) 200-time Monte Carlo simulation results of IIP3, (d) 

measured IIP3 of ten dies. Symbol for measured results of the mixer with Yneg. Dashed 

line for measured results of one mixer sample without Yneg. 
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output at the optimal bias value (NI

Yneg

=1). Due to higher-order nonlinearity 

distortion introduced by Yneg, the IM3 curve start to show 5
th

 order behavior 

for Pin >-18dBm. The measured mixer DSB NF is shown in Fig. 6.14. The 

spikes in the output noise PSD are from the equipment power supply and the 

measurement setup. Although Yneg introduces 5dB thermal noise to the mixer, 

5dB more gain also provided by Yneg lowers the input-referred noise of the 

Rload by 5dB, and results in <0.1dB degradation in the thermal noise figure. 

The 1/f corner frequency decreases from 100kHz to 20kHz. 

 The effect of mismatches and process spread on NF and IIP3 are shown in 

simulation and measurement results in Fig. 6.15. A 200-time Monte Carlo 

simulation in Fig. 6.15(a) shows a mean DSB NF@1kHz of 19.2dB (nominal 

is 19dB) which is about 7dB lower than the mixer without Yneg, while the 

measurement of ten dies from one wafer shows +7dB NF reduction at 1kHz 

in Fig. 6.15(b). Note that such high NF is not the result a badly designed 

mixer but is due to the very low frequency (1kHz), where the flicker noise is 

significant. In comparison, the measured NF@1kHz of the low-flicker-noise 

mixer in [2] is 29dB. In Fig. 6.15(c) a 200-time Monte Carlo simulation 

shows mean IIP3 of 10.8dBm (nominal is 12dBm) which is 9dB higher than 

the mixer without Yneg, whereas +6dB IIP3 improvement are measured in ten 

dies from one wafer as shown in Fig. 6.15(d). For the temperature range (-

40
o
C to 80

o
C) in the nominal corner, simulations show +6.7dB 1/f NF reduc-

tion in Fig. 6.16a, whereas the IM3 cancellation becomes less effective as the 

temperature increases.  

6.4.2 Mixer with full-flicker-noise / partial-IM3 cancellation 

 For the mixer optimized for full flicker noise cancellation (MixerNF), Fig. 

6.17 shows the measured and simulated results as a function of the bias 

current for Yneg normalized to the optimal value (NI

Yneg

). At the optimal bias 

value (NI

yneg

=1), a measured improvement of 8dB for DSB NF@1kHz, 1.4dB 

for conversion gain, 0.1dB for the DSB NF@5MHz and 2.5dB for input P1dB 

are achieved compared to the same mixer without Yneg. The mixer dc current 

increases by 4% due to the biasing of the Yneg circuitry, while the LO buffer 

current (4.8mA) stays unchanged. The difference between the measured and  
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simulated IIP3 shown in Fig. 6.17(d) may be due to the fact that this mixer is 

operated with low supply voltage (0.67 VDD), where the headroom for Yneg 

circuit is not sufficient to provide robust IM3 cancellation. Fig. 6.17(a) shows 

that, at the optimal bias value (NI

yneg

=1), a full flicker noise cancellation 

suggested by simulation is not found in measurement, due to mainly external 

low-frequency noise contributed by the measurement set-up and due to flicker 

noise leakage resulting from mismatches in the mixer. However, Fig. 6.17(a) 

also shows >10dB improvement for flicker NF can be achieved for very 

broad bias range (NI

Yneg

>1.75). The robustness of this flicker cancellation 

under low supply voltage is then tested by setting NI

Yneg

=2 in MixerNF. In 

Fig. 6.18(a), a 200-time Monte Carlo with mismatches and process spread 

shows a mean DSB@1kHz of 21.9dB (nominal value is 20dB) that is 15dB 

lower than in the mixer without Yneg. The measurement of ten dies shows 

+10dB flicker NF reduction in Fig. 6.18(b). For the temperature range (-40
o
C 

to 80
o
C) in nominal corner, the simulation shows +14dB 1/f NF reduction in 

Fig. 6.19. The measured mixer noise output is shown in Fig. 6.20 (for Yneg 

biased at NI

yneg

=2). The 1/f corner frequency decreases from 200kHz to 

20kHz. Note that the rolling-off behavior for IF>5MHz is due to the IF filter. 
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6.4.3 Benchmarking 

 The mixer with full-IM3/partial-flicker noise cancellation (MixerD) 

presented in this chapter is compared with previous works on flicker noise 

reduction [1-4] in Table 6.1. Since the flicker NF value depends on a few 

factors such as circuit bias and technology-related flicker noise corner, our 

technique is compared with previous works in term of the value of flicker  

 

 

 
 

 

(NI

yneg

=2).
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noise reduction. It shows that the presented technique provides very good 

flicker NF reduction, while at the same time it achieves the largest improve-

ment in IIP3 and gain without using on-chip inductors or high supply voltages 

or increasing the LO power. In conclusion, this flicker noise/IM3 cancellation 

provides solutions for reducing flicker noise and improving linearity of 

CMOS active mixers. 

 

 

 Darabi[1] Yoon[2] Park[4] Pullela[3] This work 

CMOS 0.13μm  0.13μm  0.18μm  0.13μm  0.16μm 

VDD [V] 1.2 1.5 1.8 2.7 1.8 

Freq [GHz] 2 2.4 5.2  1.96 0.9 

Inductor Number 0 1 2 0 0 

Flicker NF reduction [dB] 7@10kHz 7.5@10kHz 7@10kHz 9.5@10kHz 9@1kHz 

Flicker NF 

@10kHz 

[dB] 

w/o cancelling 21.8 37 27 20 18 

w/ cancelling 14 29 20 13 8.5 

Gain Improvement [dB] 0.5 1.3 6 2 5 

Thermal NF changes∗ [dB] 0 0 0 -2 +0.1 

 

Thermal NF 

@10MHz [dB] 

w/o 

cancelling 

12 7.5# 10 10 8.5 

w/ 

cancelling 

12 7.5# 10 10.1 6.5 

IIP3 improvement [dB] 0 1.6 0 1 10 

Bias current increases 0% 0% 0% N/A 16% 

 

∗ “+” for NF increases and “–” for NF decreases. 

# This NF is measured at 100MHz 
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6.5 Conclusion 

 A new technique providing simultaneous cancellation of flicker noise and 

IM3 distortion for active mixers is presented without using on-chip inductors 

or high supply voltages or increasing the LO power. By using a negative 

impedance (Yneg), the flicker noise leakage from the switching pairs is 

minimized. Meanwhile the negative impedance enables IM3 distortion 

cancellation between the switching pairs and the transconductor stage, which 

yields overall IM3 improvement. The techniques also improve the conversion 

gain while has little effect on the thermal noise. For the demonstration mixer 

chip optimized for full-IM3/partial-flicker-noise cancellation, 9dB flicker 

noise suppression, 10dB improvement for IIP3, 5dB improvement for conver-

sion gain and 1dB improvement for input P1dB are achieved. The Yneg circuit 

increases the thermal NF by 0.1dB, power consumption by 16% and active 

area by 8%. Under the effect of mismatch and process spread, a 200-time 

Monte Carlo simulation shows 7dB reduction in mean NF@1kHz and 9dB 

increase in mean IIP3. A ten-sample measurement shows >7dB reduction in 

NF@1kHz and >6dB increase in IIP3. The simulation demonstrates that the 

flicker noise cancellation is not sensitive to temperature variation [-40
o
C to 

80
o
C], while the IM3 cancellation degrades as the temperature increases. For 

the demonstration mixer chip optimized for full-flicker-noise/partial-IM3 

cancellation under low supply voltage (0.67 VDD), >10dB flicker noise 

suppression is measured within 200% variation of the negative impedance 

bias current. The ten-sample measurement shows >11dB flicker NF reduction, 

and the simulation shows >14dB flicker NF reduction for the temperature 

range [-40
o
C to 80

o
C]. 
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6.6 Appendix 

 The real part of (6.6) is given by 

 

                                        (A6.1) 

where  and . 

 

When                                  (A6.2) 

the real part of (6.6) is positive. For ,  and (A6.2) can be 

simplified to 

                                                                      (A6.3) 

Therefore, for  the real part of (6) is positive. 
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Chapter 7  

 

 

 

 

 

7.1 Conclusions  

In this thesis, we have developed circuit models that predict the noise and 

distortion behavior of two major RF building blocks, namely, LNAs and 

active mixers. Without involving complex calculations, our models provide 

both good understanding of the circuits and sufficient estimation accuracy. 

For time-invariant weakly nonlinear systems such as LNAs, our model only 

uses AC transfer functions together with technology dependent transistor 

nonlinearity parameters to estimate the circuit distortion. For time-varying 

active mixers, our noise model uses two AC calculations to predict the noise 

behavior; our distortion model uses a few time-invariant distortion calcula-

tions to estimate IIP3 and IIP2.  

 For the circuit synthesis using numerical computing power, e.g., circuit 

design automation (CAD), the simplicity of our models enables a fast first-

step coarse optimization. The result can be used as a very good starting point 

for a numerical optimizer that performs a second-step fine optimization. 
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For the circuit synthesis using circuit designers’ brain power, our simple 

models provide a good understanding of circuits’ behavior that potentially 

can be useful for circuit optimizations and innovations. Thanks to the insights 

provided by our model, new circuit concepts for reducing distortion and noise 

for LNAs and Gilbert mixer are inspired and presented in this thesis. 

 Our model suggests that, to improve the linearity of LNAs with cascode 

topologies, one way is to bias the transistors in the moderate inversion region. 

This enables a distortion cancellation between the transconductance nonline-

arity and other nonlinearities that is related to output conductance and cross 

terms. Compared to strong inversion, in the moderate inversion region, less 

dc current is required for the same gm, resulting less power consumption and 

higher P1dB due to more headroom for the output swing. The price that has to 

be paid for this is a larger transistor. Simulations show that, for both common 

source amplifier and common gate LNA, this IM3 cancellation scheme 

provides robustly more than 10dB IIP3 improvement for signal frequencies 

up to 5GHz in a 90nm CMOS process. Alternatively, a negative impedance 

can be used to enable distortion current cancellation between the 

transconductor and the cascode transistor, as discussed in chapter 3. For a 

resistive feedback LNA implemented in a 0.16μm standard CMOS process, 

measurements show that for 0.1GHz to 1GHz, improvements of 6.3dB to 

10dB for IIP3 and 0.2dB to 1dB for gain are achieved without noise degrada-

tion. The negative impedance increases the power consumption for the LNA 

by 2%, and increases the die area by about 700μm
2
.  

 As suggested by our model, the negative impedance is also used to 

simultaneously cancel flicker noise and IM3 in Gilbert mixer. As presented in 

chapter 6, the demonstration chip achieves 9dB flicker noise suppression, 

improvements of 11dB for IIP3, 5dB for conversion gain, and 1dB for input 

P1dB while the thermal noise increased by 0.1dB. The negative impedance 

increases the power consumption for the mixer by 16%, and increases the die 

area by 8% (46x28μm
2
). 

 To obtain a compact highly linear wideband attenuator, we applied a 

wideband IM3 cancellation technique to CMOS attenuators which enable the 

distortion currents of the series and shunt devices within the attenuator cancel 

each other. The full IM3 cancellation depends on transistors’ W/L-ratios for 
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given attenuation value, which provides robustness to PVT variations and 

enables high linearity with small active area. In a 0.16μm standard bulk 

CMOS process, a 4-step Π attenuator system using this IM3 cancellation 

technique achieves >3dBm input P1dB and >26dBm IIP3 for 50MHz-5GHz. 

The active area is only 0.0054mm
2
. A 4-step T attenuator system using this 

IM3 cancellation technique achieves >11dBm input P1dB and >27dBm IIP3 

for 50MHz-5.6GHz. The active area is 0.0067mm
2
. Compared to literature 

published before 2012, these two attenuators achieve very high linearity with 

the smallest silicon area. 

7.2  Original contributions  

• The general weak nonlinearity model for LNAs that uses the time-

invariant linear analysis to estimate the time-invariant weakly nonlinear 

circuit (Chapter 2). 

• The analysis of the mechanism that causes the increasing distortion 

generation by the cascode transistor in deep-submicrometer technologies 

(Chapter 2). 

• The approach of biasing transistors in moderate inversion region to enable 

distortion cancellation between the transconductance nonlinearity and 

other nonlinearities e.g. output conductance nonlinearity and cross-term 

nonlinearities for LNAs with cascode topology (Chapter 2). 

• The concept of using a negative impedance to enable distortion current 

cancellation between the transconductor and the cascode transistor for 

LNAs with cascode topology (Chapter 3). 

• The concept of using distortion currents of switches within the attenuator 

to cancel each other and achieve high IIP3 (Chapter 4). 

• The noise and linearity model for active mixer. The concept of using two 

time-invariant linear analyses to estimate the time-varying linear analysis 

for noise. The concept of using a few time-invariant weakly nonlinear 

analyses to estimate the time-varying weakly nonlinear analyses for IIP2 

and IIP3 (Chapter 5). 
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• The analysis of significant effect of the transconductor’s finite output 

resistance on the flicker noise leakage and distortion contribution of the 

switching pair (Chapter 5). 

• The analysis of significant significant effect of the LO slope, the cross-

modulation nonlinearity and output conductance nonlinearity in the triode 

region on IIP2 (Chapter 5).  

• The concept of using a negative impedance to simultaneously cancel 

flicker noise and IM3 distortion for Gilbert mixer (Chapter 6). 

7.3  Recommendation for future work  

 Started from investigating transistor nonlinearities, the research work of 

this thesis ended in obtaining insights on distortion behavior of individual 

circuit blocks, which was defined naturally by the thesis title. Consequently, 

all proposed techniques for the linearity optimization or distortion cancella-

tion tend to provide “local” solutions: considering one circuit block only and  

remain effective for weakly nonlinear system. As a result, the IM3 cancella-

tion for LNAs either by biasing in the moderate inversion region or using a 

negative impedance becomes less effective for larger input power (Pin>-

18dBm in our demonstration circuits). This is due to high-order nonlinearity 

e.g. 5
th

 order. The IM3 cancellation for Gilbert mixer faces the similar 

limitation. In order to provide linearity improvement for large input power, a 

more systematic way may be required, which is worth of further investiga-

tions. 

 The noise and linearity model for active mixers is based on the assump-

tion that the transient effects of the capacitances do not change the dc bias of 

transistors. This is valid simplification only for low GHz region in modern 

CMOS process. Accurate models for active mixers that operate at very high 

frequencies (e.g. 60GHz) require the inclusion of parasitics in determining the 

instantaneous dc point for transistors. 

 The negative impedance circuit used in chapter 3 and chapter 6 works 

only up to low GHz region. Further research is desirable on new topologies of 

negative impedance that can work for very high frequency (e.g. 60GHz). 
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